Abstract  Satisfiability Modulo Theories (SMT) is an extension of the propositional satisfiability problem (SAT) to other, well-chosen (first-order) theories such as integers, reals, and bit-vectors. This approach currently enjoys much popularity, especially in the field of software verification, where SMT solvers have become the de facto standard tool for the discharge of verification conditions. The development of parallel SMT solvers is still in its infancy, but the first general paradigms have been established. This chapter provides an overview of the recent advances in this area, specifically algorithm portfolio, search-space partitioning, and problem decomposition techniques, and how they relate to each other in theory and practice.

3.1 Introduction

Satisfiability Modulo Theories (SMT) [5] is an initiative in the area of automated deduction that aims to foster development of techniques for satisfiability checking that go beyond solving purely Boolean SAT problems. The scope of SMT is first-order logic with particular, and well-chosen, background theories of industrial or academic interest. In contrast to general first-order logic, SMT does not require background theories to be finitely axiomatizable or even decidable and still allows us to compute results that are of practical interest efficiently.

The traditional application field of SMT solvers is software verification, where a restriction to particular background theories enabled the development of specialized decision procedures that perform particularly well in determining satisfiability. Frequently the software is modeled so that satisfying solutions correspond to bugs or
other undesirable program behavior. Today, SMT solvers are applied in an increasing number of applications outside of the traditional areas, including computational biology (e.g. [84, 6]), chemistry (e.g., [32]), and material science (e.g., [31]). Current research also attempts to lift the approach of providing a carefully crafted set of background theories to other domains, for instance model checking [34], optimization [77], planning [40], and probabilistic inference [76] – all modulo theories.

For some (combinations of) background theories, the computational cost of SMT solving can be very high and, in terms of computational complexity, often greatly exceeds the cost of NP-complete problems such as Boolean SAT. It is therefore of general interest to study ways of improving the problem-solving performance by addition of more parallel computing power to the SMT solver.

SMT solvers are conceptually based on SAT solvers and certain parallelization techniques can be applied in very similar ways in both approaches. Perhaps surprisingly the intricate interaction with the theory solvers results in certain techniques that work in a predictable way in SAT solvers not maintaining similar behavior in SMT solving. In particular the techniques for partitioning search space turn out to be significantly different in SMT, the technique being very efficient when applied in the presence of some background theories and even detrimental in the presence of other background theories. It seems that the background theories require a very different set of trade-offs to be considered (e.g., [83, 65]).

In this chapter we address the challenges in parallelizing SMT solvers using both multi-core and cloud-based computing environments and a variety of parallelization approaches.

3.2 General Preliminaries

We rely on the basic definitions of Boolean variables, literals, clauses, etc. from Chapter 1. Some terms used in the SMT research community and their publications may be confusing to the uninitiated reader, so we provide a brief description of the most important concepts here.

3.2.1 Theories

SMT (Satisfiability Modulo Theories) focuses on the satisfiability problem for first-order logic with particular, and well-chosen, background theories. Today, those theories are Booleans, arrays, bit-vectors, floating-point numbers, integers, real numbers, and uninterpreted symbols (equality and uninterpreted functions and sorts). From these theories, a number of fragments have been identified as academically and industrially important. Currently those fragments are as follows:

- ‘Core’ theory: Booleans and equalities,
uninterpreted functions and sorts (UF),
• (infinite-size) arrays (including extensionality) (A),
• fixed-size bit-vectors (BV),
• floating-point numbers (FP),
• (non-)linear integer arithmetic (NIA, LIA),
• (non-)linear real arithmetic (NRA, LRA), and
• integer and real difference logic (IDL, RDL).

The abbreviations of those fragments are then combined to identify particular logics, where QF is used to indicate that a logic is quantifier-free. For instance, QF_AUFLIA is the quantifier-free theory of arrays, uninterpreted functions, and linear integer arithmetic. SMT solvers implement decision procedures for some or all of these logics and they are evaluated on a large set of community-contributed benchmarks available in the SMT library [5].

Note that SMT solvers do not necessarily implement specialized decision procedures for each logic. Instead, they employ theory combination strategies to craft decision procedures by combining more general core theory solvers. For instance, a general ‘arithmetic’ theory solver, usually implemented as a backtrackable variation of the Simplex algorithm [29], may be used for multiple logics involving some fragments of integer and real arithmetic.

3.2.2 The Underlying Conflict-Driven, Clause-Learning SAT Solver

The input to SMT solvers is usually a set of assertions (Boolean expressions, constraints), which may have a rich Boolean structure (the skeleton) that is not necessarily in any normal form. In practice it is often rewritten into Conjunctive Normal Form (CNF), such that existing SAT solver technology may be used to solve the skeleton. Any (partial or complete) model for the skeleton of the formula implies that some subset of theory literals needs to be solved.

Example 1. Consider the problem of solving

\[ a = b \land (f(a) - f(b) = c) \land \neg(c \leq 0) , \]

where \( a, b, c \in \mathbb{N} \) are integers and \( f : \mathbb{N} \rightarrow \mathbb{N} \) is an uninterpreted function with integer range and domain. First, we introduce new Boolean variables \( x_1, x_2, x_3 \) to obtain

\[ x_1 \land x_2 \land \neg x_3 \land x_1 \equiv (a = b) \land x_2 \equiv (f(a) - f(b) = c) \land x_3 \equiv (c \leq 0) , \]

where the first three conjuncts are purely Boolean. A model for this part of the formula is \( x_1 = true, x_2 = true, x_3 = false \). This means that every theory solver will now have to solve a conjunction of literals instead of an arbitrary Boolean combination of literals. Here, these are
\[(a = b) \land (f(a) - f(b) = c) \land (c > 0),\]

which are solved independently by a solver for the theory of (linear) integers and a solver for uninterpreted functions. The theory solvers will determine that these constraints are unsatisfiable, and will return a concise explanation \(\neg(x_1 \land x_2 \land \neg x_3) \equiv (\neg x_1 \lor \neg x_2 \lor x_3)\) that the Boolean solver may learn and use for further guiding the search.

There are of course many more details that can make a great difference in runtime performance in practice, but here it is enough to remember that existing SAT technology such as DPLL and CDCL solvers (see Chapter 1) are immediately applicable to the Boolean skeleton of SMT formulas.

While SMT solvers learn skeleton clauses, they may also learn lemmas that involve theory-specific terms. These may be completely internal to a theory solver (e.g., in the form of caches), but they may also be exposed to the other theories involved. Conceptually, we can think of lemmas introducing new predicates (and thus new Boolean variables), or being new combinations of existing predicates or literals. Whether lemmas are theory-dependent or purely Boolean, heuristics similar to those in SAT solvers are employed to remove unnecessary clauses and lemmas periodically, and various simplification and minimization techniques are used to control memory usage.

### 3.2.3 Theory Combination

To combine theory solvers, the mechanism underlying many SMT solvers is the Nelson/Oppen theory combination framework [69]. The first step of this is to purify the formula into terms of single theories by introducing new variables for function application terms. As a result two theories only ever share uninterpreted symbols and constants. These sub-formulas are then solved independently and the theory solvers then exchange entailed equalities (syntactic and semantic).

**Example 2.** Suppose we need to solve the theory part of the two first conjuncts in Example 1:

\[(a = b) \land (f(a) - f(b) = 0).\]

The aim is to employ separate theory solvers for subsets of the constraints. Before that, we purify the constraints by introduction of new interface variables. Here, this results in

\[
\begin{align*}
(a = b) \land (a = e_1) \land (b = e_2) \land (f(e_1) - f(e_2) = e_3) \land (e_3 = 0)
\end{align*}
\]

so that \(e_1\), \(e_2\), and \(e_3\) are the interfaces between theories. Basic theory combination as defined by Nelson and Oppen now exchanges all equalities over interface variables implied by the current constraints. Note that these equalities are
equalities between variables, not necessarily only between numerals. In this over-
simplified example, because of \( a = b \) we find the new equality \( (e_1 = e_2) \), which
the integer theory communicates to the UF theory solver. This can then derive
\( f(e_1) - f(e_2) \equiv f(e_1) - f(e_1) \) and thus \( e_3 = 0 \), satisfying all constraints.

Nelson and Oppen focused on equalities for the interface between theories, of
which there may be an infinite number, and models themselves may be of infinite
size, thus requiring theories to be ‘stably infinite’, and the theory solvers need to
be able to perform case splits in non-convex theories. However, there have been
extensions to deal with a larger set of theories since then, for instance by Tinelli
and Zarba [80]. Variations with certain other desirable properties and better runtime
performance include, for example, model-based theory combination [67], which, if
possible, communicates fewer equalities, and delayed theory combination, which
delays communication of some equalities to a later point in time [13, 17].

3.2.4 Interpolants

Let \( v(\phi) = \{x_1, \ldots, x_n\} \) be the free variables of a first-order formula \( \phi \). Craig’s in-
terpolation theorem provides a way to characterize the relationship between two
formulas when one implies the other.

**Theorem 1 (Craig Interpolation [23]).** Let \( \phi \) and \( \psi \) be first-order formulas. If \( \phi \Rightarrow \psi \) then there exists an Interpolant \( I \) such that
\( \phi \Rightarrow I \land I \Rightarrow \psi \) and \( v(I) \subseteq v(\phi) \cap v(\psi) \).

Equivalently, there is an interpolant \( I \) such that \( \phi \Rightarrow I \land I \Rightarrow \neg \psi \) whenever \( \phi \land \psi \)
is unsatisfiable, because \( \phi \Rightarrow \neg \psi \equiv \neg(\phi \land \psi) \). Craig’s theorem guarantees the ex-
istence of an interpolant, but does not provide an algorithm to compute one. Such
algorithms are known for some logics, most importantly for propositional logic,
and for some of them the relationship between multiple choices of interpolants are
known. The most important interpolation algorithms for propositional logic can be
expressed using the *labeled interpolation system* [27, 3], and includes the McMil-
lan [66] and the Huang [48], Krajíček [61], Pudlák [73] (HKP) interpolants. It is,
however, not necessary to understand the details of these algorithms in the remain-
der of this chapter.

It is worth noting that the Nelson/Oppen theory combination framework ex-
changes interface equalities, but their proof of soundness does in fact rely on the
existence of Craig interpolants, which provides a more general view of theory com-
bination, if all involved theories have interpolants and methods to compute them.

3.2.5 SMT Solvers

The software used for determining the satisfiability of formulas expressed in SMT
are called SMT solvers. There are several SMT solver implementations with dif-
ferent strengths. The solvers offering most compelling support for the SMT language include CVC4 [4], Z3 [68], MathSAT [19], Yices [28]. Other solvers specializing in particular theories or problems include OpenSMT [53], MapleSTP, STP, Boolector [16], ABC [15], AProVE [35], iSAT [59], Minkeyrink, ProB [62], Q3B [58], raSAT [81], SMT-RAT [22], SMTInterpol [18], toystm, Vampire [60], and veriT [12]. Many of these solvers take part in the annual SMT competition (for the latest edition see [21]).

3.3 Portfolios of SMT Solvers

Many branch-and-bound backtracking algorithms exhibit high variance in runtime when small alternations are introduced into the search process [79, 63, 72, 39]. Intuitively an ‘unlucky’ choice in the heuristic search can lead to a part of the branch-and-bound tree which is particularly difficult to solve. Sometimes such areas could have been avoided, had the search been performed in a slightly different order.

The SMT search can be seen as an instance of a branch-and-bound backtracking algorithm, and experiments confirm that the runtime of an SMT solver exhibits similar behavior. The range of the runtime depends on the instance being solved: for example the runtime of OpenSMT [53] for a fixed instance varies from twofold to several orders of magnitude. Two cumulative runtime distributions for benchmark instances from the SMT-LIB benchmark collection, showing the probability that an instance is solved in time less than a given $t$, are shown in Figure 3.1. The values are normalized to the minimum measured runtime of the respective instance to make the distributions comparable. Neither behavior is particularly unusual within the benchmark collection, but they represent very different behaviors. For one instance (purple, solid), the runtime ranges from 80 seconds to 400 seconds, resulting in roughly fivefold difference between the slowest and the fastest run. For the other (green, dashed), the runtime ranges from 0.2 seconds to 7.2 seconds, giving a much bigger, 36-fold difference. Both instances are unsatisfiable, and the difference between the two distributions means that the instances will benefit from parallelization approaches in very different ways.

The solving times of some SMT instances seem to obey a heavy-tailed runtime distribution [37]. Such distributions have a significant probability of producing ‘outlier’ samples, that is, a runtime which is far from the median. In practice, the distributions behave as if they had an infinite standard deviation or even an infinite mean. Since SMT solvers in particular in the quantifier-free cases reduce the problem to the satisfiability of a finite-sized propositional formula, the formulas have a finite search space. As the heuristic parameters are usually also finite, the distributions are, technically, finite as well. However, since the search space is in the worst case exponential in the size of the formula, the statistics can in practice be considered to be infinite for suitable formulas [39].

The small variations in the search can result, for example, from explanation generation inside the theory solvers or the process used for selecting decision literals.
Most heuristics employ randomization to break ties, and often implement a form of deliberate increase in the random behavior either by introducing a heuristic equivalence parameter \cite{36} or by simply mixing the random heuristic together with a more context-dependent heuristic. Another source of randomness in runtimes can be obtained by using different algorithms for the core theory solvers, such as different variations of the Simplex algorithm, or using different pre-processing techniques that might be detrimental for some instances and very useful for others. Hence it is natural to express the runtime of a solver as a random variable and a related probability distribution.

Let $T$ be the random variable describing the time required to solve a given formula $\phi$ with a (CDCL-based) SMT solver $S$ randomized using, for example, some of the abovementioned approaches. The cumulative runtime distribution $q_T(t)$ gives the probability that $T \leq t$. We will use the cumulative distribution to express the expected time required to solve $\phi$ with $S$. By definition, this is

$$
\mathbb{E}[T] = \int_0^\infty t q_T(t) \, dt ,
$$

where $q'_T(t)$ is the derivative of the cumulative distribution $q_T(t)$. 

Fig. 3.1: Runtime distributions for two unsatisfiable formulas from the QF$_\text{UF}$ category of SMT-LIB. The figure shows the cumulative solving probability with respect to the minimum measured solving time $t_{\text{min}}$. 
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3.3.1 Parallel SMT Based on Algorithm Portfolios

The inherent randomness in SMT solver runtimes can be utilized in obtaining a natural parallelization approach. In such approaches the goal is to run in parallel several solvers with different heuristic parameters, such as restart and learning strategies, decision heuristics, or using different theory solvers, on the same formula and obtain the solution from the first solver determining the satisfiability. This algorithm portfolio approach [75, 49, 36] has been extensively studied in related areas [56, 57, 64, 71, 55, 33], and has recently proved surprisingly efficient in solving structured formulas [43, 44, 41, 7] in SAT as well as in SMT [83].

We first consider a simplified version of the problem where worker solvers communicate their success or failure in determining satisfiability to a master process. In Section 3.3.2 we extend this case by allowing the worker solvers to share clauses and lemmas with each other either through the master or directly. The plain algorithm portfolio approach is based on running several randomized SMT solvers in a distributed or parallel computing environment on a given formula, and obtaining the result from the first solver that finishes.

One effective approach is to simply introduce a small amount of randomness in the heuristic while keeping the search strategy of the solver otherwise unchanged. This provides an interesting setting for obtaining speed-up as it requires virtually no modification to the underlying solver. The results in, e.g., [83] also suggest that it compares favorably to many other portfolio-based approaches. In this case we are given a randomized solver and a formula such that the probability that the solver solves the instance within time $t$ is $q_T(t)$. Assume now we are given $n$ simultaneously running solvers. As the formula is solved if at least one of the solvers solves the formula within time $t$, the probability of solving within time $t$ becomes

$$q_{T^n}(t) = 1 - (1 - q_T(t))^n.$$  \hspace{1cm} (3.2)

Depending on the distribution $q_T(t)$, the expected runtime $ET^n$ of the simple distribution approach can be be significantly lower than the expected runtime $ET$ of a single solver.

3.3.2 Lemma Sharing in Portfolios

Since clauses and lemmas learned during solver execution are implied by the original problem, they may be shared freely between solvers, with the purpose of improving the performance of the receiving solver. The challenge with this approach is that the number of lemmas generated by an SMT solver is often very high and transferring all lemmas is too much overhead, so that it often has a detrimental effect on the overall performance. There are two approaches for avoiding this problem. One, taken in [83], is to place a strict limit on the number of literals in the transferred lemmas. The second, followed in [65], is to maintain a centralized database of lem-
mas from which the solvers receive a heuristically determined subset. The former allows a decentralized implementation, whereas the latter allows the use of more sophisticated heuristics. In both cases experiments show that the shared lemmas can improve solver performance significantly \[83, 65].

### 3.3.3 Centralized Lemma Databases

Sharing of learned lemmas plays a central role in parallel SMT. The learned lemmas are transferred to a lemma database, where they are filtered using a parallel lemma-sharing heuristic, and then passed on to the running solvers. We first define some concepts that help to formalize the working of the database. Let \( S \) be a set of lemmas. The size of a lemma set \( |S| \) is the total number of literals in \( S \), that is, \( |S| = \sum_{C \in S} |C| \). Unit lemmas, i.e., lemmas consisting of a single literal, are handled specially in the process: they are always stored in the lemma database, and do not contribute to the size of the database.

Algorithm 1 shows a version of the CS-SDSMT algorithm and the related concepts. The lemma database, initialized on line 1, is denoted by LemmaDB, and is annotated with an index \( j \) to facilitate the representation of the results. The set \( U \) contains the unit lemmas that are already proven to be logical consequences of the input formula \( \phi \). The shorthand notation \( UP(\phi) = UP(\phi, \emptyset) \) denotes computing the unit theory propagation closure of \( \phi \) on the empty truth assignment (with no variables fixed to values).

The first part of the loop in lines 5–6 consists of submitting the formula, all unit lemmas, and a heuristically selected subset of LemmaDB of size at most \( \text{SubmSize} \) to the parallel computing environment so that the \( n \) computing resources are filled. The next phase is to receive the results in lines 8–14. The \( \text{Receive}(i) \) function receives, from the resource \( i \), a tuple consisting of the result of the computation, which can be Sat, Unsat, or Error \((m/o)\), and a set \( L \) of learned lemmas. If the formula is found either satisfiable or unsatisfiable, the algorithm terminates. Otherwise the set of unit lemmas is updated using the learned lemmas on line 13 and the lemma database is updated on line 14, again using a heuristic function \( \text{Merge} \) and limiting the maximum size of the database to \( \text{MaxDBSize} \).

The function \( \text{Merge} \) takes a central role in discussing lemma sharing. Firstly, the function acts as a heuristic for selecting learned lemmas, and secondly, it simplifies the learned lemmas using the set of literals \( U \) obtained by unit propagation. Two operations are involved in the simplification:

1. removing satisfied lemmas (lemmas \( C \) such that \( C \cap U \neq \emptyset \)), and
2. removing false literals \( \neg l \) from lemmas so that for a given lemma \( C \), the simplified lemma becomes \( C' = \{ l \in C \mid \neg l \not\in U \} \).
Algorithm 1: The CS-SDSMT Algorithm

```
Input : Formula $\phi$, $n$ (number of computing elements), $MaxDBSize$ (maximum database size), $SubmSize$ (maximum submit size)
Output : Sat if $\phi$ is satisfiable, Unsat otherwise

1 LemmaDB$^0$ := $\emptyset$;
2 $U$ := $UP(\phi)$;
3 $j$ := 0;
4 while True do
5   for $i$ := 1 to $n$ do
6       Submit($\phi \cup U \cup Choose(LemmaDB^j, SubmSize)$);
7       LemmaDB$^{j+1}$ := LemmaDB$^j$;
8       for $i$ := 1 to $n$ do
9           (result, $L$) := Receive($i$);
10          if result is in $\{Sat, Unsat\}$ then
11              return result;
12          else
13              $U$ := $UP(\phi \cup U \cup LemmaDB^{j+1} \cup L)$;
14              LemmaDB$^{j+1}$ := $Merge(U, LemmaDB^{j+1}, L, MaxDBSize)$;
15              $j$ := $j$ + 1;

```

3.3.4 Experiments on the Algorithmic Framework

It is interesting to contemplate the different types of heuristics that can be implemented both for $Choose$ and $Merge$. This section studies the following four possibilities:

- $Choose_{123}$ only considers lemmas of length 1, 2, or 3. If the size of the resulting database is greater than the limit, the shorter lemmas are preferred. This type of approach is used in many portfolio solvers. For example, [7] only transfers lemmas of length 1 to other solvers, and [44] only lemmas that have at most eight literals.
- $Choose_{len}$ returns the shortest lemmas. This approach is more general than $Choose_{123}$, as it always returns lemmas even if the argument set contains only lemmas longer than some limit.
- $Choose_{freq}$ returns the most common learned lemmas. As the parallel search is allowed to overlap, it is not unlikely that the same lemma can be learned many times in different solvers.
- $Choose_{rand}$ returns a randomly selected set of lemmas.
3.3.5 Lemma Sharing and Partitioning

For certain instances partitioning of the search space and forcing the search to be performed on the partitions shows significant speed-up in the experiments. However, partitioning the search space of the formula makes lemma sharing more complicated because of the constraints that result in the SMT solver learning lemmas that might not be logical consequences of other partitions.

3.4 Search-Space Partitioning in SMT

The algorithm portfolio approach described in Section 3.3 does not force the solvers to explore different search spaces on the formula, but instead relies on randomization in the heuristic to produce speed-ups. The idea in portfolios is that it is unlikely that two randomized solvers would be searching for the solution in a similar fashion.

A complementary approach is to use the divide-and-conquer paradigm to force the search performed by the parallel computing units not to overlap with each other. This can be achieved by constraining the original problem into a set of indepen-
dently solvable derived problems, finding the solutions for them, and computing the final solution based on the results of the derived problems.

The constraints used for constructing the derived problems can be represented in SMT as conjunctions of clauses (lemmas). This section analyzes the effects of the partitioning approach on the expected time required to determine the satisfiability of a formula.

3.4.1 Plain Partitioning

Plain partitioning is the straightforward approach where an SMT formula $\phi$ is divided into $n$ derived formulas $\phi_1, \ldots, \phi_n$ that are solved in parallel with an SMT solver $S$. The derived formulas are obtained with a partitioning function and satisfy the following conditions (see Definition 1):

1. $\phi \equiv \phi_1 \lor \ldots \lor \phi_n$, and
2. $\phi_i \land \phi_j$ is unsatisfiable if $i \neq j$.

The unsatisfiability of all the derived formulas implies the unsatisfiability of $\phi$, whereas it suffices to show one of the derived formulas is satisfiable to prove satisfiability of $\phi$. Of particular interest in this section is how much faster a given formula is solved with the plain-partitioning approach compared to solving the formula directly with the solver $S$.

In the discussion of this section we make an assumption that the partitioning of the instance is done only once and the number of derived formulas is fixed. This is in contrast to many implementations of plain partitioning where it is natural to use a form of load balancing where new derived formulas are constructed from formulas being solved as the satisfiability of previous formulas is determined. As a result, the number of derived formulas $n$ is not fixed in these parallel solvers.

Despite such differences, an analysis of the plain-partitioning approach provides insight into practical parallel solving. The main result in this section is that the plain-partitioning approach is ‘risky’ in the following sense. Assume that for any cumulative probability distribution $q(t)$ there exists a formula $\phi_q$ such that the probability of solving $\phi_q$ with $S$ in time less than or equal to $t$ is $q(t)$. If the partitioning function is from a certain natural class described in Definition 1 and $n$ is fixed and sufficiently large, there is always an unsatisfiable formula so that the expected runtime of the plain-partitioning approach will be higher than the expected runtime of the underlying solver $S$.

The approach is analyzed in a spirit similar to the analysis of the portfolio approach in Section 3.3. In particular, we will assume that given a formula, the time required to determine its satisfiability with a solver $S$ is a random variable $T$ with cumulative distribution $q_T(t)$. To simplify the discussion, we will assume for now that given a number $n \geq 2$, the partitioning function produces $n$ derived instances which are all solved in parallel using $n$ computing elements.
We will first introduce a model describing how a partitioning function affects the runtime distributions of the derived formulas. We assume that the solver $S$ performs with the same probability a given search that takes time $t_\phi$ in the formula $\phi$ but, due to the partitioning constraints, a shorter time $t_\Phi$ in the derived formulas $\varphi_i$. The efficiency $\varepsilon(n) = t_\phi / t_\Phi$ of the partitioning function is assumed to depend only on the number $n$ of derived formulas. This reasoning results in a model where, given a formula with the runtime distribution $q_T(t)$ on a solver $S$, the $n$ derived formulas all have the distributions $q_T(\varepsilon(n)t)$.

The efficiency model that will be used in the proof is $\varepsilon(n) = n^\alpha$, where $0 \leq \alpha \leq 1$ is a constant depending on the partitioning function. This model can be motivated in two ways. Firstly, the efficiency satisfies the following natural properties:

1. $1 \leq \varepsilon(n) \leq n$,
2. $\varepsilon(n) \leq \varepsilon(n+1)$, and
3. $(\varepsilon(n))^p = \varepsilon(n^p)$ for all $p \in \mathbb{N}$,

The first condition states that the partitioning function should not make a particular search of $S$ super-linearly faster or slow the search down. The second condition requires that the efficiency does not decrease as more derived formulas are created. The last condition states that if a partitioning function $P(\phi, n)$ is used to produce $n^p$ derived formulas recursively, the resulting efficiency must equal the efficiency of $P(\phi, n^p)$ where the derived formulas are all generated at once.

Secondly, the model $\varepsilon(n) = n^\alpha$ can be derived from the following constructive application of partitioning. Assume there is a procedure for splitting the search space of an arbitrary formula $\phi$ following the runtime distribution $q_T(t)$ into a fixed number $n_0 \geq 2$ of derived formulas $\phi_1, \ldots, \phi_{n_0}$. Assume further that the derived formulas $\phi_i$ have runtime distributions $q_T(\beta_i t)$ where $1 \leq \beta \leq n_0$. Applying this procedure first to $\phi$ and then recursively to the derived formulas $i$ times in total results in $n = n_0^i$ derived formulas with runtime distribution $q_T(\beta^i t)$. Hence the recursive application of the procedure results in a partitioning function $P(\phi, n)$ defined for values $n = n_0^i$ with efficiency $\beta^i$. Since $i = \log_{n_0} n$, we have

$$\beta^i = \beta^{\log_{n_0} n} = e^{\frac{\ln \beta}{\ln n_0} \ln \beta} = (e^{\ln \beta})^{\frac{\ln \beta}{\ln n_0}} = n^{\ln \beta / \ln n_0} = n^\alpha,$$

where $\alpha = \ln \beta / \ln n_0$. Alternative expressions for the efficiency include a linear model

$$\varepsilon'(n) = \max(\beta n, 1),$$

where $0 \leq \beta \leq 1$ is a constant. However, condition does not hold for $\varepsilon'(n)$. For example, setting $\beta = 0.9$, $n = 2$, and $p = 2$ results in $(\varepsilon'(2))^2 = 3.24$, while $\varepsilon'(4) = 3.6$. We are now ready to define the partitioning function more precisely.

**Definition 1.** Given a formula $\phi$ with runtime distribution $q_T(t)$ on solver $S$ and a partitioning factor $n \geq 2$, a partitioning function $P : (\phi, n) \mapsto (\Pi_1, \ldots, \Pi_n)$ is a function mapping the formula $\phi$ to $n$ partitioning constraints $\Pi_1, \ldots, \Pi_n$. The partitioning constraints produce $n$ derived formulas $\varphi_i = \phi \land \Pi_i$, $1 \leq i \leq n$. The derived formulas then satisfy the following two properties:
1. $\phi \equiv \phi_1 \lor \ldots \lor \phi_n$, and
2. $\phi_i \land \phi_j$ is unsatisfiable for all $i \neq j$.

The runtime distribution of each of the derived formulas on solver $S$ is described by the probability distribution $q_T(\varepsilon(n)t)$, where

$$\varepsilon(n) = n^\alpha, 0 \leq \alpha \leq 1$$

(3.3)
describes the efficiency of the partitioning function.

We will denote by $\mathbb{E}T_{\text{plain}(\alpha)}^n$ the expected time required to determine the satisfiability of $\phi$ with the plain-partitioning approach using a partitioning function with efficiency $\varepsilon(n) = n^\alpha$. A partitioning function is called void if $\alpha = 0$ and hence $\varepsilon(n) = 1$. In this case all the derived instances are as difficult to solve as the original formula. A partitioning function is called ideal if $\alpha = 1$, that is, $\varepsilon(n) = n$.

With these definitions, we are now ready to show that for non-ideal partitioning functions there are distributions where solving with plain partitioning is slower than solving with the underlying solver.

**Proposition 1.** Let $P(\phi,n)$ be a partitioning function as in Definition 1, where $0 \leq \alpha < 1$, and $S$ a SAT solver. Then for every $n$ and every $\alpha$ there exists a distribution $q_n(t)$ such that if the solving of an unsatisfiable instance follows $q_n(t)$ on $S$, then the expected runtime $\mathbb{E}T$ of $S$ is lower than the expected runtime $\mathbb{E}T_{\text{plain}(\alpha)}^n$ of the plain-partitioning approach.

**Proof.** The family of distributions $q_n(t)$ we will use in the proof is

$$q_n(t) = \begin{cases} 0 & \text{if } t < t_1, \\ 1 - \frac{1}{n} & \text{if } t_1 \leq t < t_2, \text{and} \\ 1 & \text{if } t \geq t_2, \end{cases}$$

(3.4)

where $t_1 < t_2$. Thus the probabilities that the formula is solved by $S$ in exactly time $t_1$ is $1 - 1/n$ and in time $t_2$ is $1/n$. The expected runtime for a formula following the distribution $q_n(t)$ on $S$ is

$$\mathbb{E}T = (1 - \frac{1}{n})t_1 + \frac{1}{n}t_2.$$  

(3.5)

The expected runtime of the plain-partitioning approach using the partition function $\varepsilon(n) = n^\alpha$ can be derived by noting that all derived formulas need to be solved before the result can be determined. This means that either all solvers are ‘lucky’, and determine the unsatisfiability in time $t_1/n^\alpha$, or at least one of the solvers runs for time $t_2/n^\alpha$, which will then become the runtime of the approach. This results in

$$\mathbb{E}T_{\text{plain}(\alpha)}^n = \left(1 - \frac{1}{n}\right)^n \frac{t_1}{n^\alpha} + \left(1 - \left(1 - \frac{1}{n}\right)^n\right) \frac{t_2}{n^\alpha}.$$  

(3.6)
We claim that for every \( \alpha \), there are values for \( n \), \( t_1 \), and \( t_2 \) such that \( \mathbb{E}T < \mathbb{E}T_{\text{plain}}^n(\alpha) \).

Dividing both sides of the resulting inequality by \( t_2 \) and setting \( k = t_1/t_2 \) results in

\[
(1 - \frac{1}{n})k + \frac{1}{n} < \frac{(1 - \frac{1}{n})^n}{n^{\alpha}}k + \frac{1 - (1 - \frac{1}{n})^n}{n^{\alpha}},
\]

which we reorder to

\[
k \left( 1 - \frac{1}{n} - \frac{(1 - \frac{1}{n})^n}{n^{\alpha}} \right) < \frac{1 - (1 - \frac{1}{n})^n}{n^{\alpha}} - \frac{1}{n}.
\]

Note that \( (1 - \frac{1}{n}) > (1 - \frac{1}{n})^n/n^{\alpha} \) when \( n \geq 2 \), and therefore the left-hand side of the inequality is positive and can be made arbitrarily small by setting \( k \) small. It remains to show that the right-hand side of the inequality is positive for sufficiently large \( n \), i.e.,

\[
\frac{n - (1 - \frac{1}{n})^n n - n^{\alpha}}{n^{\alpha+1}} > 0.
\]

Since \( n^{\alpha+1} \) is always positive, we may simplify this and factor \( n \) from the denominator, resulting in

\[
1 - (1 - \frac{1}{n})^n - n^{\alpha-1} > 0.
\] (3.7)

Noting that \( \lim_{n \to \infty}(1 - \frac{1}{n})^n = \frac{1}{e} \approx 0.3 \), and that \( \lim_{n \to \infty}1 - n^{\alpha-1} = 1 \) if \( \alpha < 1 \), we get the desired result, that is, for sufficiently large \( n \), there are values \( t_1 \) and \( t_2 \) such that \( t_1 < t_2 \) and \( \mathbb{E}T < \mathbb{E}T_{\text{plain}}^n(\alpha) \).

The following example illustrates the performance of the plain-partitioning approach for distributions of type Equation (3.4).

**Example 3.** Assume there is a formula following the distribution \( q_{20}(t) \) such that \( t_1 = 1 \) and \( t_2 = 1000 \), and a partition function \( \varepsilon(n) = n^{0.7} \) for this formula. The expected runtime of the solver \( S \), given by Equation (3.5), is \( \mathbb{E}T \approx 50.95 \), while the expected runtime of the plain-partitioning algorithm, from Equation (3.6), is \( \mathbb{E}T_{\text{plain}(0,7)}^{20} \approx 78.84 \). The scalability of the expected runtime \( \mathbb{E}T_{\text{plain}}^n(\alpha) \) of the plain-partitioning approach is shown for the distribution \( q_{20}(t) \) for different values of \( \alpha \) in Figure 3.3.

Note that the proof does not hold if the partitioning function is ideal, since the left-hand side of Inequality (3.7) is negative if \( \alpha = 1 \). In fact the condition that the partitioning function be ideal turns out to be sufficient to guarantee that the expected runtime of the plain-partitioning approach is never higher than the expected runtime of \( S \), that is, \( \mathbb{E}T \geq \mathbb{E}T_{\text{plain}}^n(1) \) for all \( n \) and \( T \). To see this, we will first derive an expression for \( \mathbb{E}T_{\text{plain}}^n(\alpha) \) for an arbitrary distribution \( q_T(t) \) and an arbitrary partitioning function.

Let \( q_T(t) \) be a runtime distribution of an unsatisfiable formula \( \phi \) with a randomized SAT solver \( S \), and \( t_{\text{max}} \) the maximum time required to solve \( \phi \) with \( S \) (hence
Fig. 3.3: The scalability of the plain-partitioning approach for the distribution \( q_{20}(t) \) in Equation (3.4) where \( t_1 = 1 \) and \( t_2 = 1,000 \)

\( q_T(t) = 1 \) if \( t \geq t_{\text{max}} \) and \( q_T(t) < 1 \) otherwise. The \( n \) partitions have runtime distributions \( q_T(\varepsilon(n)t) \) and since they all need to be shown unsatisfiable, the runtime distribution of the plain-partitioning approach is \( q_T(\varepsilon(n)t)^n \). Hence by Equation (3.1), the expected runtime of the plain-partitioning approach is given by

\[
E_T^{n_{\text{plain}}} = \int_0^{t_{\text{max}}} t \frac{\varepsilon(n)}{\varepsilon(n)} q_T(\varepsilon(n)t)^{n-1} q_T'(\varepsilon(n)t) dt,
\]

where \( \frac{\varepsilon(n)}{\varepsilon(n)} q_T(\varepsilon(n)t)^{n-1} q_T'(\varepsilon(n)t) \) is the derivative of the distribution function. Substituting \( \varepsilon(n)t = \tau \) above, the expected runtime can be written

\[
E_T^{n_{\text{plain}}} = \int_0^{t_{\text{max}}} \tau \frac{n}{\varepsilon(n)} q_T(\tau)^{n-1} q_T'(\tau) d\tau.
\]  

(3.8)

We can now state the following proposition that increasing the number of derived instances in ideal plain partitioning does not result in increased expected runtime.

**Proposition 2.** Let \( n \geq 1, \varepsilon(n) = n^1 = n \) be the efficiency of an ideal partitioning function, and \( q_T(t) \) be the runtime distribution of an unsatisfiable formula with a randomized solver. Then \( E_T^n_{\text{plain}} \geq E_T^{n+1}_{\text{plain}} \).

**Proof.** Substituting \( \varepsilon(n) = n \) in Equation (3.8) results in

\[
E_T^n_{\text{plain}} = \int_0^{t_{\text{max}}} \tau q_T(\tau)^{n-1} q_T'(\tau) d\tau.
\]
Since $q_T(\tau) \leq 1$ when $0 \leq \tau \leq t_{\text{max}}$, we immediately have the desired result $E_{T_{\text{plain}}}^n(1) \geq E_{T_{\text{plain}}}^{n+1}(1)$.

Finally from Propositions [1] and [2], we get the main result concerning unsatisfiable instances.

**Proposition 3.** The expected runtime of the plain-partitioning approach,

$$E_{T_{\text{plain}}}^n(\alpha),$$

is guaranteed not to be higher than the expected runtime $E_T$ of the underlying solver $S$ if and only if the partitioning function is ideal, that is, $\alpha = 1$.

It is a strong requirement that the efficiency of a partitioning function must be ideal in order to never increase the time required to solve a formula, and it would be tempting to draw the conclusion that this requirement is never met. The practical implications of the above negative result are not as dramatic. However, it is not completely impossible that unsatisfiable formulas have such pathological distributions, even when the solvers employ restart strategies known to eliminate this type of behavior [37]. Furthermore, it is not impossible for the partitioning function to provide even super-linear speed-ups if, for example, the partitioning constraints are related to the back door set [82] of the formula.

### 3.5 Decomposition

In some cases where partitioning is not applicable and where portfolios require infeasible amounts of memory in practice, a different approach is required. For instance, suppose the input formula is too large to fit into the local memory. In this case the problem must be decomposed into a series of smaller problems, which, in contrast to a partitioning, do not compose disjunctively.

**Definition 2 (Decomposition).** Let $\phi$ be a first-order formula in conjunctive normal form, i.e., $\phi = \phi_1 \land \ldots \land \phi_n$. A decomposition of $\phi$ into $k$ sub-formulas is a set of formulas $\{\psi_1, \ldots, \psi_k\}$ such that

- each $\psi_i \subseteq \bigcup_{j \in J} \phi_j$, for some selection of indices $J$, and
- each $\phi_i$ is included in at least one $\psi_i$.

Note that the original problem $\phi$ is unsatisfiable if at least one of the $\psi_i$ in the decomposition is unsatisfiable, but the converse is not a sufficient criterion for satisfiability, i.e., each $\psi_i$ being satisfiable does not imply that $\phi$ is satisfiable.

In theory, this type of decomposition is ‘ultimately lazy’ in that it does not require us to extract any other type of semantic information embedded in the input problem, apart from the number of clauses. This enables us to decompose very large input problems efficiently; for instance, we can simply send a random selection of $\frac{1}{n}$th of the clauses to each of $n$ processors or nodes, without ever inspecting their content.
The cost that we pay for this laziness is then in the reconciliation of (partial) models: suppose that we obtain (partial) models $\mu_i$ from independent SMT solver queries, one for each corresponding $\psi_i$, and let $v(\psi_i)$ be the variables in $\psi_i$. Two models $\mu_i$, $\mu_j$ are trivially ‘compatible’ if the corresponding $\psi_i$, $\psi_j$ do not share variables, i.e., when $v(\psi_i) \cap v(\psi_j) = \emptyset$. Models may however not be reconcilable if they assign different values to variables that occur in both $\psi_i$ and $\psi_j$. This criterion is easy to check for simple models that map theory variables to numerals, but we should keep in mind that for more complex background theories this may amount to function equivalence checks that are not polynomial-time decidable, as is the case, for instance, for some problems involving arrays or quantifiers.

The reconciliation process is perhaps best understood by conceptual introduction of one additional sub-formula $\sigma$ (and perhaps an associated SMT solver and/or processor or node) which we use to track models for the shared variables only. Initially, we pick an arbitrary assignment $\mu_\sigma$ to those shared variables, which we propagate to all $\psi_i$, after which the resulting, modified $\psi_i$ do not share any variables anymore, which means that all $\psi_i$ can now be solved in parallel without communication between the computing elements, while we know that, if all sub-formulas are found to be satisfiable, the conjunction of the corresponding models $\mu_i$ are extensions of $\mu_\sigma$ and thus their conjunction is, trivially, a model for $\phi$.

Usually however, there will be at least one $\psi_i$ which is not satisfiable under $\mu_\sigma$. Thus, we have $\psi_i \Rightarrow \neg \sigma$ for at least one $\psi_i$, and $v(\psi_i) \cap v(\sigma) \subseteq v(\phi)$, where we expect $v(\psi_i) \cap v(\sigma)$ to be a small set in practice. This is thus, essentially, an interpolation problem.

**Lemma 1.** Let $\phi = \psi_1 \land \ldots \land \psi_k$, let $\mu_\sigma$ be a model for the set of shared variables $V = \bigcup_{(i,j) \in C} v(\psi_i) \cap v(\psi_j)$, where $C = \{(i,j) \mid 1 \leq i < j \leq k\}$. If $I$ is an interpolant for $\psi_i \Rightarrow \neg \mu_\sigma$ over $V$, i.e., we have $\psi_i \Rightarrow I \land I \Rightarrow \neg \mu_\sigma$ and $v(I) \subseteq v(\psi_i) \cap v(\mu_\sigma)$, then $\phi \Rightarrow I$.

**Proof.** We have $\psi_i \Rightarrow I \land I \Rightarrow \neg \mu_\sigma$ by Craig’s interpolation lemma. By construction we also have $\phi \Rightarrow \psi_i$; thus it follows that $\phi \Rightarrow I$ (and $\phi \Rightarrow \neg \mu_\sigma$ as in traditional learned clauses and lemmas).

Thus, the interpolant $I$ is implied by $\phi$, which means we may, conceptually, (conjectively) add $I$ to $\phi$, to $\sigma$, or to its corresponding $\psi_i$, while preserving satisfiability, just as we would keep a learned clause or lemma (in a local or a shared lemma database). This enables us to formulate a sound and (relatively) complete reconciliation algorithm for decompositions as presented in Algorithm 2.

### 3.5.1 Experimental Evidence

While decomposition is necessary for very large formulas, there are some indications that the concept itself may help to improve performance on small, hard problems as well. So far, this has been shown to be the case for some propositional
Algorithm 2: An interpolation-based reconciliation algorithm

```
Input : Formula φ
Output : Sat if φ is satisfiable, Unsat otherwise
1 ψ₁, ..., ψₖ := decompose(φ);
2 σ := Ø;
3 flag := true;
4 while flag do
  5 if σ is Unsat then
    6 return Unsat;
  7 else
    8 Let μσ be a model for σ;
    9 flag := false;
    10 foreach i in 1...k do
      11 if ψᵢ ∧ μσ is Unsat then
        ∗/* ¬(ψᵢ ∧ μσ) ⇔ ψᵢ ⇒ ¬μσ is valid */
        12 Let I be an interpolant for ψᵢ ⇒ ¬μσ (over v(ψᵢ) ∩ v(μσ));
        13 σ := σ ∧ I;
        14 flag := true;
    15 return satisfiable;
```

problems, for which multiple different interpolation techniques exist that can be compared. The experiments we present here are an example of this, on the small, but hard benchmark instances by Aloul et al. [2], which contain symmetries that can be broken by addition of symmetry-breaking predicates. Ideally, a good interpolation approach is able to detect such symmetries and it automatically breaks them by finding interpolants corresponding to symmetry-breaking predicates.

Figure 3.4 shows the runtime obtained for MiniSAT 1.14p [30] on each of Aloul et al.’s benchmarks, when decomposed into up to 50 sub-formulas (where ‘1’ corresponds to no decomposition being performed). A time limit of 3,600 seconds is enforced and all averages are computed with memory-out problems counted as 36,000 = 10 × time limit. For representation of interpolants, both McMillan’s and HKP interpolants, Reduced Boolean Circuits [1] are used and they are computed along a resolution proof found by MiniSAT. Since they are general expressions and not in conjunctive normal form yet, they are then added to the formula via Tseitin transformation (including introduction of new variables). To compute the runtime of a decomposition, all iterations of Algorithm 2 are executed sequentially, i.e., the runtime improvements we see in Figure 3.4 describe a completely sequential algorithm, yet for decompositions into about 10 or more sub-formulas, the average runtime over all benchmark problems is smaller than the average runtime of the unmodified MiniSAT. Of course, for an effective parallelization of this algorithm, it is necessary to implement a proper load-balancing strategy. More details of this evaluation are provided by Hamadi et al. [45].
Fig. 3.4: Decompositions into up to 50 sub-formulas. Every line corresponds to one benchmark problem; their average is the bold line. Reconciliation via McMillan interpolants (top) and HKP interpolants (bottom)

### 3.5.2 Variations and Extensions

Clearly, keeping a single additional formula $\gamma$ for assignments to shared variables is not ideal for all types of problems. For instance, there may be multiple non-overlapping sets of shared variables, such that $\gamma$ itself may be decomposed into multiple parts trivially. Since all sub-formulas $\psi_i$ as well as $\gamma$ may grow (by addition of learned clauses and lemmas), a dynamic decomposition approach, which introduces new $\psi_i$ on demand, may be a good choice in practice.

Furthermore, in any given decomposition, it is not strictly necessary for all sub-formulas (and sub-solvers) to communicate with all others. Solvers only need to communicate with other solvers if their sub-formulas do in fact share variables, in which case they communicate satisfying assignments and interpolants to each other. This means that all sub-solvers may solve their problems independently, sharing their satisfying assignments with those solvers that solve problems involving shared variables. In return, and completely asynchronously, the recipients of satisfying as-
signatures may respond with an interpolant that excludes at least one particular variable assignment, at a later time. The process terminates when all interpolants have been received and all satisfying assignments have been consumed, which indicates satisfiability of the whole problem; unsatisfiability is detected by one of the interpolants becoming false. In this fashion, it is possible to construct a completely asynchronous system in which no solver needs to have access to all of the data at any given time, while termination of the algorithm is determined by a distributed consensus algorithm (or variation thereof).

It is worth noting that Nelson/Oppen theory combination is essentially also a decomposition in the sense defined here, with reconciliation taking place via a particular kind of interpolant. A decomposition, however, does not require us to separate sub-formulas into sets of constraints belonging to the same theory. Instead, we may have multiple theory solvers of the same conceptual theory. For instance, we may have two solvers for the theory of linear integers, each of them solving only a subset of all (purified) linear integer constraints, exchanging interpolants between them.

### 3.6 Combinations of Parallelization Algorithms

It is useful to analyze the differences between the three parallelization approaches, portfolio, partitioning, and decomposing, discussed in the preceding sections. For instance Bonacina [9] constructs a taxonomy of the approaches based on this distinction, while Grama and Kumar [39] provides an overview of the different parallelization approaches for constraint solving using essentially the same distinction. Attempts at understanding the differences of in particular the portfolio and partitioning approaches include Bordeaux, Hamadi, and Samulowitz [11], and Bonacina [9].

A complementary approach to understanding the differences between the approaches is to try to combine their strengths. Some work towards this has been done in Bonacina [10]; Segre et al. [78] on a parallel SAT-solving approach called naggging; Hyvärinen, Junntila, and Niemelä [50] on the parallelization approach based on SAT solving through scattering; Dequen, Vander-Swalmen, and Karajecki [25], which implements a similar approach; Ohmura and Ueda [70], which implements a safe-partitioning approach on computing clusters for SAT solving; and Gebser et al. [33], which implements a plain-partitioning approach strengthened with a dedicated solver solving the original, unpartitioned formula.

In this section we go a step further, giving a generic framework for combining partitioning and portfolio called parallelization trees [54], which represents the instances of parallel algorithms as and/or trees. We give a more in-depth analysis of three of the approaches that we find particularly interesting; parts of this have previously been presented in [52] and [51].
3.6.1 The Parallelization Tree

A way to represent the combination of partitioning and portfolio in a unified framework is the parallelization tree abstract algorithmic framework. The idea is to provide a unified way of presenting and comparing different parallelization algorithms. The parallelization tree consists of two types of nodes: and-nodes and or-nodes. The tree is constructed using the following simple rules:

- The root and the leaves of the parallelization tree are and-nodes.
- Each and-node is associated with an SMT instance and, with the possible exception of the root of the parallelization tree, with one or more SMT solvers.
- All children of an and-node are or-nodes.
- All children of an or-node are and-nodes.

In a more formal treatment we adapt the partitioning function of Definition 1 to the construction of the parallelization tree through the operator \( \text{split}^k(n_1, \ldots, n_k, \phi) \).

**Definition 3.** The result of applying the operator \( \text{split}^k \) on an and-node \( \phi \) is a tree rooted at the and-node \( \phi \) with \( k \) children \( o_1, \ldots, o_k \). Each child node \( o_i \) is an or-node and has as children the and-nodes \( a^i_1, \ldots, a^i_{n_i} \). Finally, each and-node \( a^j_j \) is associated with the partition obtained by applying the (randomized) partitioning function \( P_{ni} \) of Definition 1 on the formula \( \phi \).

The satisfiability of the instance is determined by the solvers and the tree structure as follows:

- The instance at the root of the parallelization tree is satisfiable if any instance among the and-nodes is shown satisfiable.
- A subtree rooted at an and-node is unsatisfiable if one of its children is unsatisfiable or at least one of the solvers associated with the and-node has shown the instance unsatisfiable.
- A tree rooted at an or-node is unsatisfiable if every tree rooted at its children is unsatisfiable.

We immediately obtain both the plain-partitioning and the portfolio approaches as instances of the parallelization tree approach:

- The plain partitioning approach \( \text{plain}(n, \phi) \) corresponds to the parallelization tree \( \text{split}^1(n, \phi) \) where each of the instances associated with the nodes \( a^1_1, \ldots, a^1_n \) is solved with a single SMT solver.
- The portfolio approach \( \text{portf}(k, \phi) \) corresponds to the parallelization tree consisting of the root associated with the instance \( \phi \) and using \( k \) SMT solvers to solve the instance.

However, in addition to these two algorithms the parallelization tree approach allows us to easily define other, less trivial algorithms from the literature:

- The safe-partitioning approach \( \text{safe}(n, s, \phi) \) corresponds to the parallelization tree \( \text{split}^1(n, \phi) \) and solving each of the instances \( a^1_1, \ldots, a^1_n \) with \( s \) SMT solvers.
• The *repeated*-partitioning approach \( \text{rep}(n,k,\phi) \) corresponds to the parallelization tree \( \text{split}^k(n,\ldots,n,\phi) \) where each instance associated with the nodes
\[
a_1^n, a_1^n, \ldots, a_1^n, \ldots, a_n^n
\]
is solved with one SMT solver.

• The *iterative*-partitioning approach \( \text{iter}(k,\phi) \) corresponds to the infinite parallelization tree where every instance associated with an and-node is solved with a single SMT solver and every and-node associated with an instance \( \phi_\alpha \) has the single or-child and and-grandchildren constructed by applying the operator \( \text{split}^1(n,\phi_\alpha) \).

Figure 3.5 illustrates the corresponding parallelization trees and the solver assignments. When clear from the context, we omit the formula \( \phi \) as well as the other parameters from the partitioning approach.

Fig. 3.5: Example parallelization trees (clockwise from the top left): \( \text{portf}(2,\phi) \), \( \text{safe}(2,2,\phi) \), \( \text{iter}(2,\phi) \), \( \text{plain}(2,\phi) \), and \( \text{rep}(2,2,\phi) \). The and-nodes are drawn with boxes, and the or-nodes with circles. The SMT solvers are indicated with the symbol \( S \) (Figure adapted from [54]).

Concrete SMT instantiations of the parallelization tree include the CVC4 and Z3 SMT solvers, which implement a portfolio, and PBoolector [74], which implements an iterative-partitioning approach. The OpenSMT2 solver [53] implements the full parallelization tree framework.
3.6.2 Iterative Partitioning with Partition Trees

The result of Proposition showing that the plain-partitioning approach is ‘vulnerable’ to certain distributions of unsatisfiable formulas, raises the question whether there are other solving techniques that use a partitioning function but are immune to the increased expected runtimes in all unsatisfiable cases. Given an unsatisfiable formula, the challenge in plain-partitioning is that the number of formulas needed to show unsatisfiability increases as more derived formulas are produced.

A trivial solution to this problem is to attempt to solve both the formula $\phi$ and the derived formulas using $n+1$ computing elements. This solution corresponds to solving the formula with the plain-partitioning approach and the underlying solver $S$ in parallel, and guarantees that the expected runtime of the approach will be at most as high as the expected runtime of $S$. However, by Proposition it is possible that the runtime of the plain-partitioning approach increases as more resources are used, which adversely affects the behavior of the proposed solution.

The iterative-partitioning approach, is based on a hierarchical partitioning of formulas into increasingly constrained derived formulas, which are organized as a tree. The satisfiability of the original formula is then determined by solving a sufficient number of the derived formulas independently with $S$. The intuition behind the approach is that the possible increase of the expected runtime due to Proposition is avoided since every time a formula is partitioned, there is an added attempt to solve the unpartitioned formula directly.

This section gives a formalization and an analysis of the iterative-partitioning approach using the concept of a partition tree defined as follows.

**Definition 4.** A partition tree $\mathcal{T}_\phi$ of a formula $\phi$ is a finite $n$-ary tree rooted at $v_0$. The nodes $v_i$ are associated with constraints: the constraints of the root consist of the formula $\phi$ and the constraints of the other nodes are obtained using a partitioning function on their parents. More precisely,

$$Constr(v_0) := \phi,$$

and given a node $v_i$, its children $v_{i,1}, \ldots, v_{i,n}$, and a rooted path $v_0, \ldots, v_i$ in the partition tree, the partitioning constraints of the child nodes are

$$Constr(v_{i,k}) := \Pi_k \in P(Constr(v_0) \land \ldots \land Constr(v_i), n).$$

Finally, each node $v_i$ represents the derived formula

$$\phi_{v_i} := Constr(v_0) \land \ldots \land Constr(v_i).$$

In the iterative-partitioning approach a partition tree $\mathcal{T}_\phi$ is constructed in breadth-first order and the solving of each derived formula $\phi_{v_i}$ is attempted in parallel with a solver $S$ until the satisfiability of $\phi$ is determined. The satisfiability of a node $v_i$ is determined either by solving $\phi_{v_i}$ with $S$, or determining the satisfiability of all the child nodes $v_{i,1}, \ldots, v_{i,n}$. 

The iterative-partitioning approach guarantees that its expected runtime does not increase as more computing elements are introduced, even if the partitioning function is void. We will show this for partition trees $T^k_\phi$, where all rooted paths to the leaves are of length $k$. As is conventional, we say that the height of $T^k_\phi$ is $k$.

**Proposition 4.** Let $\phi$ be an unsatisfiable formula, $T^k_\phi$ and $T^m_\phi$ be two partition trees of height $k$ and $m$, respectively, constructed with a void partition function, and $k < m$. Then the expected runtime of the partition tree approach using $T^k_\phi$ is less than or equal to the expected runtime of the partition tree approach using $T^m_\phi$.

**Proof.** We show by induction on the height of the partition tree that the probability that $\phi$ is solved within time $t$ cannot decrease, from which the claim follows. Let $q(t)$ be the probability that $\phi$ is solved sequentially within time $t$, $q'(t)$ be its derivative at $t$, and let $q_i(t)$ denote the probability that $\phi$ is solved within time $t$ using a partition tree $T^i_\phi$ of height $i$. Then the probability $q_0(t) = q(t)$. The probability that the formula is solved within time $t$ with the partition tree approach using a tree of height one is $q_1(t) = \int_0^t q'(\tau) + (1 - q(\tau))\tau q(\tau)^{n-1}d\tau$, that is, the integral of the sum of probability $q'(\tau)d\tau$ that the formula is solved in the root of the tree at time $\tau$, and the probability that the formula has not been solved in the root, has been solved by all children but one by time $\tau$, and is solved at time $\tau$ in the last child. A direct calculation shows that $q_1(t) \geq q_0(t)$.

Assume now that $q_k(t) \geq q_{k-1}(t)$ for all $t \geq 0$. As previously, $q_{k+1}(t) = \int_0^t q'(\tau) + (1 - q(\tau))\tau q_{k-1}(\tau)\tau q(\tau)^{n-1}d\tau = q(t) + q_k(t)\tau - \int_0^t q(\tau)q_{k-1}(\tau)\tau q(\tau)^{n-1}d\tau$. Integration by parts on the negative term results in $q_{k+1}(t) = q(t) + q_k(t)\tau - k(t)q(t) + \int_0^t q(\tau)q_{k-1}(\tau)\tau q'\tau d\tau = q(t) + (1 - q(t))q_k(t)\tau + \int_0^t q(\tau)q_{k-1}(\tau)\tau q'(\tau)d\tau$. By the induction hypothesis $q_{k+1}(t) \geq q(t) + (1 - q(t))q_{k-1}(t)\tau + \int_0^t q_{k-1}(\tau)\tau q'(\tau)d\tau = q_k(t)$.

In practice the construction of the tree is not atomic, but the nodes of the tree are expanded at different times in breadth-first order. As the construction of the tree is not immediate, the tree expansion can use information obtained from earlier solving attempts. The straightforward way to use this information, as in Example 3 (and first published in [50]), is not to expand a subtree rooted at a formula shown unsatisfiable. This example further illustrates the use of iterative partitioning and the related partition tree.

**Example 4.** Figure 3.6 illustrates how the partition tree approach runs in an environment with $m = 8$ parallel resources. The left tree shows the initial setup, and the right tree shows how the solving has proceeded after one of the SAT solvers terminates in a memory out and three of the solvers return unsatisfiable for their respective formulas. In both trees the shaded area indicates the set of formulas currently being solved. The formulas shown unsatisfiable are labeled with Unsat and the formula that has exceeded its resource limit is labeled with Error ($m/o$) on the right-hand side tree. There is no need to solve $v_{0,1,1}$ once $v_{0,1,1,1}$ and $v_{0,1,1,2}$ are shown unsatisfiable.
3.6.3 Safe and Repeated Partitioning

Another approach to avoiding the increase of expected runtime in solving unsatisfiable instances is to combine the plain-partitioning approach with randomization. This way the inherent randomness in runtimes of SAT and SMT solvers and the reduction in search space provided by the partitioning function can be used simultaneously to improve performance. We present two such composite approaches:

- **Safe partitioning** uses the partitioning function to derive formulas each of which is solved with the portfolio approach; and
- **Repeated partitioning** produces several sets of derived formulas with a partitioning function, and solves these sets in parallel using one solver per derived instance.

The use of safe partitioning has been suggested in [70, 33], whereas the repeated-partitioning approach is closely related to hard restarts in guiding-path-based approaches (e.g., [33]). Here, we analyze a setting where $n^2$ resources are used so that in safe partitioning the partitioning function results in $n$ partitions that are solved using $n$ solvers each. In repeated partitioning the partitioning function is repeated $n$ times for the same formula, resulting again in $n^2$ formulas.

Safe partitioning applies a partitioning function $P(\phi, n) = (\Pi_1, \ldots, \Pi_n)$, and solves each derived formula $\phi \land \Pi_i$, $1 \leq i \leq n$, with a portfolio of $n$ solvers. It suffices then to show each derived instance unsatisfiable with one solver. Intuitively this approach improves performance because derived formulas should be easier to solve than the original formula, and, assuming the solving times of the derived formulas obey a non-trivial random distribution, the portfolio approach results in lower runtimes for the derived formulas. The repeated-partitioning approach, on the other hand, consists of applying a family of partitioning functions $P^j(\phi, n) = (\Pi_1^j, \ldots, \Pi_n^j)$, $1 \leq j \leq n$, and solving each derived formula $\phi \land \Pi_i^j$,
1 ≤ i ≤ n, 1 ≤ j ≤ n with a solver S. To show a formula unsatisfiable it suffices to show unsatisfiable any set of derived formulas φ ∧ Π_i^k, . . . , φ ∧ Π_n^k for a fixed k. This approach is expected to provide speed-ups as the derived formulas are easier to solve than the original formula, but also because it is possible that one of the partitioning functions P^j performs better than some other partitioning function.

Based on the definition we can immediately give the runtime distributions of the two composite approaches using Equations (3.2) and (3.8) for simple distribution and plain-partitioning. The cumulative runtime distribution for safe partitioning of unsatisfiable formulas q_{T_safe}(t) is given by substituting q_T(t) in (3.2) by (3.8), yielding

\[ q_{T_safe}(t) = (1 - (1 - q(\varepsilon(n)t))^n)^n, \quad (3.9) \]

and the repeated partitioning by substituting q_T(t) in (3.8) by (3.2), resulting in

\[ q_{T_rep}(t) = 1 - (1 - q(\varepsilon(n)t))^n. \quad (3.10) \]

From Equations (3.9) and (3.10) it follows that the expected runtime of the repeated partitioning is always at least the expected runtime of the safe partitioning, independent of the partitioning function or number of computing elements (n).

**Proposition 5.** Let q_T(t) be the runtime distribution of an unsatisfiable formula. Then \( \mathbb{E}T_{safe} \leq \mathbb{E}T_{rep} \).

**Proof.** Since \( \mathbb{E}T_{safe} \leq \mathbb{E}T_{rep} \) if \( q_{T_safe}(t) \geq q_{T_rep}(t) \) for all \( 0 \leq t \leq t_{max} \), it suffices to show that \( q_{T_rep}(t) = 1 - (1 - q(\varepsilon(n)t))^n \leq q_{T_safe}(t) = (1 - (1 - q(\varepsilon(n)t))^n)^n \).

Substituting \( q(\varepsilon(n)t) = x \), this is equivalent to \( 1 - (1 - x^n) \leq (1 - (1 - x^n)^n)^n \) for \( 0 \leq x \leq 1 \). We will show this by showing \( f(x) = (1 - (1 - x^n)^n - 1 + (1 - x^n)^n \geq 0 \) for \( 0 \leq x \leq 1 \). First note that \( f(x) = f(1 - x) \) is symmetric with respect to \( x = 1/2 \).

Since \( f(0) = 0 \), it suffices to show that \( f(x) \) is increasing when \( 0 \leq x \leq 1/2 \), that is, \( d/dx (f(x)) \geq 0 \), whenever \( 0 \leq x \leq 1/2 \). By computing the derivative, we have

\[ d/dx f(x) = n^2 (1 - (1 - x)^n)^{n-1} (1 - x)^{n-1} - n^2 (1 - x^n)^{n-1} x^{n-1} \]

\[ = n^2 \left( (1 - (1 - x)^n)^{n-1} (1 - x)^{n-1} - (1 - x^n)^{n-1} x^{n-1} \right). \]

Since \( n^2 \) is positive, it suffices to confirm that the parenthesized expression is positive. By rearranging the terms, we get

\[ \left( (1 - (1 - x)^{n-1} (1 - x)^{n-1} - (1 - x^n)^{n-1} x^{n-1} \right) = \]

\[ (1 - x^{n+1})^{n-1} - (1 - x^{n+1})^{n-1}. \]

The expression above is positive, since the distance between \((1 - x)\) and \((1 - x)^{n+1}\) is greater than or equal to the distance between \(x\) and \(x^{n+1}\) whenever \(0 \leq x \leq 1/2\), as can be verified by confirming that the claim holds for \( n = 1 \) and noting that \( d/dn((1 - x) - (1 - x)^{n+1}) = -1 - x^{n+1} \log(1 - x) \geq d/dn(x - x^{n+1}) = \)
\[-x^{n+1} \log x.\] The latter can be shown using induction by noting that 
\[-(1-x)^n \log(1-x) \geq -x^n \log x\] for \(n = 2\), assuming that the claim holds for \(n = k\) and noting that in this case also 
\[-(1-x)^{k+1} \log(1-x) \geq -x^{k+1} \log x,\] since \((1-x) \geq x\) when \(0 \leq x \leq 1/2.\)

By Proposition 5, the cumulative runtime distribution of safe-partitioning is less than that of repeated partitioning for all \(t\) and unsatisfiable instances. We now show that, when the number of resources is fixed to \(N\), there are distributions of unsatisfiable instances for which the expected runtime of the safe partitioning approach is greater than the expected runtime of a single solver. From this it follows that whenever partitioning is performed, it is possible that the expected performance of the approach is worse than that of a single solver. An example is a two-step distribution where the probability of solving the instance exactly at time \(t_1\) is \(p\) and the probability of solving the instance exactly at time \(t_2\) is \((1-p)\). The expected runtime of a single solver for this type of instance is 
\[E_T = pt_1 + (1-p)t_2.\] The safe partitioning approach with void partitioning function has the expected runtime 
\[E_{T,N}^{safe(0)} = (1 - (1-p)^N) t_1 + \left(1 - (1 - (1-p)^N)^N\right) t_2.\] For example, if \(p = 0.01, t_1 = 1, t_2 = 1,000,000\) and \(N = 2\), the expected runtime of the safe-partitioning approach is approximately 1% higher than the expected runtime of a single solver.

Conversely, if the formula to be solved is satisfiable, we have the following.

**Proposition 6.** \(E_{T,safe} = E_{T,rep}\) for satisfiable instances.

**Proof.** If instead \(r\) of the \(k\) partitions are satisfiable, the expected runtime of safe partitioning becomes 
\[D_{part}^{k}(D_{portf}^{k}(q(t)))) = 1 - (1 - (1 - q(\varepsilon(k)t))^k)^r = 1 - (1 - q(\varepsilon(k)t))^kr,\] and the expected runtime for repeated partitioning equally becomes 
\[D_{portf}^{k}(D_{part}^{k}(q(t)))) = 1 - (1 - (1 - q(\varepsilon(k)t))^r)^k = 1 - (1 - q(\varepsilon(k)t))^rk.\]

These types of step probability functions turn out to be interesting to compare the working of different partitioning approaches on extreme cases. In Figure 3.7 we show the behavior of some of the partitioning algorithms discussed in this chapter when the number of parallel computing elements is increased. The distribution used in the simulation is defined by 
\[q_T(t) = \begin{cases} 0 & \text{for } 0 \leq t < 1, \\ 0.8 & \text{for } 1 \leq t < 1,000,000, \text{ and} \\ 1 & \text{for } t \geq 1,000,000. \end{cases}\]
3.6.4 Constructing Partitions

As seen from the preceding analytical discussion, the quality of the partitioning function is critical for performance, and, in case of plain, safe, and repeated partitioning, avoiding an increase in expected runtime is too. The partitioning functions considered here introduce new constraints, represented as clauses, to a formula. We consider two types of partitioning functions: the \textit{DPLL-based partitioning} producing only unit clauses and the \textit{scattering-based partitioning}, which produces longer clauses. Heuristics for constructing the constraints are used for increasing the likelihood of obtaining partitions that result in low runtime. All implementations of the partitioning functions are built on a CDCL SAT solver underlying the SMT solver.

The first partitioning function discussed here uses the unit propagation lookahead (see, e.g., [46]). The goal is to use as decision literals the literals that result in the highest number of unit propagations. Computing the full lookahead for a formula $\phi$ is worst-case quadratic in the number of variables in $\phi$. To guarantee scalability the implementations only study a subset of promising literals of $\phi$ and use several optimizations in the computation. The \textit{lookahead DPLL} partitioning function implements such optimizations to produce evenly sized derived formulas and uses both theory and Boolean propagation to determine the heuristic value of the variables. Given a formula $\phi$, promising literals $l$ are studied by computing the number of literals in the unit propagation closure $\text{UP}(\phi, l)$ and $\text{UP}(\phi, \neg l)$. As the number of literals in $\text{UP}(\phi, l)$ might differ dramatically compared to $\text{UP}(\phi, \neg l)$, the implementation scores literals based on the minimum of these two numbers. Once a heuristically good literal has been selected, the corresponding two derived formulas $\phi \land \text{UP}(\phi, l)$ and $\phi \land \text{UP}(\phi, \neg l)$ are recursively
handled in a similar way. The binary tree up to the depth $n$ constructed this way can be interpreted as consisting of $2^n$ derived formulas covering all potential satisfying truth assignments of $\phi$, and the idea in DPLL-based partitioning is to return exactly these formulas as the derived formulas.

It is interesting to study partitioning functions producing more general constraints. The derived formulas in DPLL-based partitioning are of the form $\phi \land l_1 \land \ldots \land l_n$, but there is no need to limit partitioning functions to producing only constraints of unit clauses. Scattering-based partitioning produces both unit and longer clauses as the constraints. The idea is to first run the SMT solver for a fixed time to tune the heuristic of the solver. If the satisfiability of the formula is not determined in this time, the solver restarts, and starts to produce derived formulas. The first derived formula is produced by making the decisions $l_1^1, \ldots, l_d^1$, and producing the formula $\phi \land l_1^1 \land \ldots \land l_d^1$ as in DPLL-based partitioning. Then, instead of selecting the next branch of the search tree, the negation of the literals is added as a clause to $\phi$. The solver restarts again, makes new decisions $l_1^2, \ldots, l_d^2$, and produces the formula $\phi \land (\neg l_1^1 \lor \ldots \lor \neg l_d^1) \land l_1^2 \land \ldots \land l_d^2$. The process is continued until a sufficient number of derived formulas are produced. The idea leads to a partitioning function producing the derived formula $\phi_i$ such that

$$
\phi_i = \begin{cases} 
\phi \land (l_1^i) \land \ldots \land (l_{d_i}^i) & \text{if } i = 1, \\
\phi \land (\neg l_1^i \lor \ldots \lor \neg l_{d_i}^i) \land \\
\land \ldots \land (\neg l_{i-1}^i \lor \ldots \lor \neg l_{d_{i-1}}^i) \land \\
(l_1^i) \land \ldots \land (l_{d_i}^i) & \text{if } 1 < i < n, \\
\phi \land (\neg l_1^i \lor \ldots \lor \neg l_{d_i}^i) \land \ldots \land \\
\land (\neg l_{i-1}^n \lor \ldots \lor \neg l_{d_{i-1}}^n) & \text{if } i = n.
\end{cases}
$$

Essentially the derived formulas consist of the original formula $\phi$, a conjunction of unit clauses $(l_1) \land \ldots \land (l_d)$, and clauses representing negations of the previously selected unit clauses. In order for the derived formulas to be of roughly equal size, the number of new unit clauses, denoted by $d_i$, should not in general be the same in all derived formulas. The selection of the number $d_i$ is motivated so that the expected runtime of each derived formula should be $t/n$, where $t$ is the expected runtime of the original formula and $n$ is the total number of derived instances produced by the partitioning function. Hence the goal fraction $r_i$ of the runtime for the derived formula $\phi_i$ can be obtained from the equality

$$
\frac{t}{n} = (t - (i - 1) \frac{t}{n}) r_i,
$$

where $(i - 1) \frac{t}{n}$ is the runtime already contributed to the derived formulas $\phi_1, \ldots, \phi_{i-1}$. Solving the above for $r_i$ results in

$$
r_i = \frac{1}{n - i + 1}.
$$
Here, we assume that conjoining a literal with a formula halves the expected runtime of the formula, and therefore the number $d_i$ is chosen to be the integer minimizing the difference

$$\Delta = |r_i - 2^{-d_i}|.$$  (3.14)

**Example 5.** Let $\phi$ be a propositional formula and $P$ a partitioning function producing three partitions. From Equation (3.13), the first fraction of the search space should be $r_1 = 1/3$. The value $d_1 = 2$ minimizes $\Delta$ in Equation (3.14); the first derived formula becomes, by Equation (3.12), $\phi_1 = \phi \land (l_1^1) \land (l_2^1)$.

Similarly, $r_2 = 1/2$ and the value $d_2 = 1$ minimizes $\Delta$; the second derived formula becomes $\phi_2 = \phi \land (\neg l_1^1 \lor \neg l_2^1) \land (l_2^2)$. The final derived formula then becomes $\phi_3 = \phi \land (\neg l_1^1 \lor \neg l_1^2) \land (\neg l_2^1)$.

The approach for choosing values for $d_i$ using the model in Equation (3.13) is not the only choice we have. The following example illustrates how the scattering approach can ‘simulate’ a DPLL-based partitioning.

**Example 6.** Let $\phi$ be a formula. Our target will be to build a partitioning function producing four derived formulas. Let the first derived formula be $\phi_1 = \phi \land (l_1) \land (\neg l_2)$. Setting $d_2 = 1$ we may choose $\phi_2 = \phi \land (\neg l_1 \lor \neg l_2) \land (\neg l_1)$ as the second derived formula. Since $\text{UP}((\neg l_1 \lor \neg l_2) \land (\neg l_1)) = \{l_1, \neg l_2\}$, the solving of $\phi_2$ will proceed exactly as if the second derived formula had been $\phi_2 = \phi \land (\neg l_1) \land (\neg l_2)$, corresponding to the DPLL-based partitioning. Similarly it is possible to choose $d_3 = 1$ in Equation (3.12) and $\phi_3 = \phi \land (\neg l_1 \lor \neg l_2) \land (\neg l_1) \land (\neg l_3)$ resulting in the search corresponding to the formula $\phi \land (\neg l_1) \land (\neg l_2) \land (\neg l_3)$, derived from the DPLL-based-partitioning, and finally $\phi_4 = \phi \land (\neg l_1 \lor \neg l_2) \land (\neg l_1) \land (\neg l_3)$.

The approach presented in the above example generalizes to higher numbers of derived formulas. Let $S_n = (d_1, \ldots, d_n)$ denote the sequence producing $n$ derived instances as in Example 6. Let $S_i = (d_1, \ldots, d_i)$ and $T_j = (e_1, \ldots, e_j)$ be two such sequences. We denote by $S_n + 1$ the sequence $(d_1 + 1, \ldots, d_n + 1)$ and by $(S_i) \cdot (T_j)$ the concatenation of the two sequences $(d_1, \ldots, d_i, e_1, \ldots, e_j)$. The scattering-based partitioning function simulates the DPLL-based partitioning function producing $n = 2^k, k \geq 0$ derived instances by using a fixed variable ordering and the sequence $S_n$ defined recursively as $S_1 = S_{00} = (0)$ and $S_{2k} = (S_{2k-1} + 1) \cdot (S_{2k-1})$.

### 3.7 Further topics

**Theory Solver Parallelization:** Two core algorithms of an SMT theory solver are the congruence closure algorithm based on the E-graph data structure [26] and an incremental implementation of the Simplex algorithm [29]. For most non-incremental SMT problems most of the runtime of an SMT solver is spent on the theory solvers. This presents an interesting challenge for parallelization of the theory solvers, since while the total time spent in theories is high, each individual call to the solver is
usually very short. However, the performance of a theory solver parallelization is of course highly dependent on the type and behavior of the theory that it decides. While this type of parallelization is often used for very specific problems in many areas, their application in SMT with multiple theories being combined is not very common yet. However, this area is just starting to be explored, for instance by Hadarean et al. [42] who use lazy and eager bit-vector solvers in parallel.

**Parallelization of Incremental SMT:** Software and hardware verification using symbolic model-checking is undeniably the most important application driving the development of SMT solvers today. Many successful symbolic model-checking approaches reduce the verification problem to repeated, related queries to an SMT solver [14]. This frequently results in a very large set of (relatively) simple queries. Thus, the problem of parallelization across multiple, but related, problems is of very high importance as well.
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