Interpolation-Based Model Checking for Efficient Incremental Analysis of Software
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Abstract—Verification based on model checking has recently obtained an important role in certain software engineering tasks, such as developing operating system device drivers. This extended abstract discusses how model checking can be made more efficient by using the structure from program function calls. We use this idea in two orthogonal ways, both of which fundamentally depend on automatically summarizing the relevant behavior of the function calls based on an earlier verification. The first approach assumes a piece of software needs to be verified with respect to a set of properties, whereas the second approach considers a case where an early version of a software has been verified but needs to be re-verified after an upgrade. These techniques have been implemented in tools FunFrog and eVolCheck for verifying C programs. Both of them have been tested on a range of academic and industrial benchmarks, and provide in many cases an order of magnitude speed-up with respect to the baseline. They seem to scale to programs with thousands of lines of code.

I. INTRODUCTION

Model checking is a powerful technique for automatically verifying that the behavior of a system implementation conforms to its specifications. For instance, if the system being verified is a C program, its specifications could be a set of assertions written by the programmer or obtained by automatic means from the source code. The advantages of model checking are often shaded by the high consumption of computational resources, the state-space explosion problem. Many algorithms have been developed to efficiently cope with this problem. In particular, the state-space of a system is often expressed symbolically, typically as a Boolean formula, instead of explicitly as a graph. Other approaches include Bounded Model Checking (BMC) [1], and different types of automated abstraction, such as predicate abstraction [2], interpolation-based reasoning [3], and function summarization [4], [5], [6]. Most state-of-the-art model checking tools implement some combinations of these methods in order to deal with complex verification tasks.

In this extended abstract we discuss a technique for extracting reusable information about software to avoid repeating previous computation in an incremental verification task. The repetition occurs naturally when the same piece of code is verified multiple times with respect to different properties (for example, [7]), or when a previously verified software needs to be re-verified after a software upgrade. We report that the presented approach often scales to software of practical significance, and in particular to validation cases provided by VTT Technical Research Centre of Finland and ABB. The technology is being integrated to the CCRT collaborative code review tool developed at IBM.

II. FUNCTION SUMMARIES

We follow the usual notion in symbolic model checking that the program $p$ to be verified is transformed, along with conditions $c$ to be verified, into a propositional formula $\phi_p \land \phi_c$ in conjunctive normal form that is satisfiable if and only if there is a violation of one of the verification conditions $c$ in the program. The formula can then be solved with an efficient, general purpose solver for propositional satisfiability (SAT). In the transformation process the program is first converted into a static single assignment (SSA) form where the loops are unwound up to some fixed bound and then to a propositional formula via bit-blasting.

Function summarization can be used when $\phi_p \land \phi_c$ has been proved unsatisfiable. A summary for a function $f$ is a propositional formula $I_f$ corresponding to a Craig Interpolant [8] obtained from the proof and partitioning of the formula $\phi_p \land \phi_c$ to the function $\phi_f$ being summarized and the rest of the program $\phi_p$. By construction the summary $I_f$ is an over-approximation of the formula $\phi_f$ in the propositional sense that still results in an unsatisfiable formula when conjoined with the rest of the formula. More technically, it is guaranteed that $\models \phi_f \rightarrow I_f$ and that $\phi_p \land I_f$ is unsatisfiable. To use the extracted summary $I_f$ in later verification rounds, we substitute the formula $\phi_f$ in $\phi_p \land \phi_c$ with $I_f$.

III. SEQUENTIAL PROCESSING OF VERIFICATION CONDITIONS

Assume the program has now been verified to work correctly with respect to a verification condition $c$ and we would like to verify it with respect to another condition $c'$. If the summaries $I_f$ produced in the proof for $c$ are sufficiently strong, substituting them instead of the full functions $\phi_f$ results potentially in significant speed-up. However, since a summary is an over-approximation of a function, made for a specific property, it may contain spurious behaviors. These behaviors may be crucial for checking another property, leading to spurious errors. In such a case, our method requires refinement, in which we analyze the spurious error trace. The method aims at determining the function calls substituted by summaries that occur on the error trace and influence the verification condition. We repeat the check again without using these summaries, but keeping the rest. If no such summary is identified, the error is real. The extraction, use, and refinement of summaries are described in detail in [9].

IV. SOFTWARE UPGRADE CHECKING

Consider now a case where an earlier version of the program has been checked with respect to a set of verification
conditions, and now an upgrade of the program needs to be verified. We propose to reuse the already extracted summaries to prevent re-verification of the entire code. Initially we first check whether the old summaries are valid for the functions of the upgraded program. Since this check considers only code of the function bodies, its old summary and potentially summaries of its callees, it is very local and thus it tends to be computationally inexpensive. If old summaries are valid, the upgrade is safe. Otherwise, the check is propagated to the callers of the modified functions. When the summary of the call tree root is shown to be violated, a real error is found and it is reported to the user along with an error trace. After each successful check, any invalidated summaries are regenerated so that they are ready for the check of the next version. In addition, our method implements a counter-example guided refinement to deal with too coarse summaries during the checks. This process is described in details in [10].

V. IMPLEMENTATION

The sequential processing of verification conditions is implemented in a model checker called FunFrog [11], an extension of the CBMC [12] model checker. The upgrade checking method is implemented in a tool called eVolCheck [13]. The tools have been evaluated using a set of industrial benchmarks. Our experimentation confirms that the incremental analysis of upgrades containing incremental changes is often orders of magnitude faster than analysis performed from scratch.

Both tools use the OpenSMT solver [14] both for satisfiability checks and interpolation. Note that OpenSMT is used as a SAT solver, which gives us bit-precise reasoning.

VI. CONCLUSIONS AND FURTHER WORK

The FunFrog and eVolCheck tools were validated on a wide range of various benchmarks including validation cases provided by project collaborators of the Pincette EU project. In particular, they were used to verify the C part of an implementation of the DTP2 robot controller, developed by VTT for the ITER fusion reactor. They were also applied to validation cases, provided by ABB, on a code taken from the project implementing a core of a feeder protector and controller. The code originates from an embedded software used in the ABB hardware module. This is a large-scale project containing many sub-projects which implement various functions of the feeder device. The total number of lines of the overall code is in millions. The implementation details and a thorough experimental analysis is available in [13], [11], [10], [15], [9].

In addition to the stand-alone use of eVolCheck, we are currently exploring the use of the tool as a static analysis engine within the hybrid static/dynamic upgrade checking platform developed as part of the Pincette project. The platform has been applied to the analysis of software developed by Pincette’s industrial partners VTT, ABB, and Israeli Aerospace Industries (IAI), the last developing a software for a stabilized optical device payload (MSEOS) of unmanned airborne vehicles. As part of the project, eVolCheck is also integrated in the CCRT platform, a collaborative code review tool developed at IBM.
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