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Abstract

In reverse engineering, class blueprint patterns are an efficient way to determine the purpose
and abilities of a class. Finding those patterns is not trivial because the graphical representation
of a large software system is too complex to be grasped by a software reengineer or a group of
reengineers to find all the similarities and patterns in it.

This thesis presents a technique to discover known and unknown class patterns automatically in a
software system. Our approach is based on the theory of graph pattern recognition, mainly graph
edit distance and maximal common subgraph (MCS) algorithms. Using MCS and hierarchical
clustering we automatically detect known and unknown patterns.
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Chapter 1

Introduction

In the world of software engineering, reverse engineering is becoming an increasingly important
task. Nowadays we know of hundreds of big software systems, which have to be adapted to new
hardware, or have to be changed to implement new features. Reverse engineering is not an easy
task and tends to consume a lot of time, thus a need of automatization of these tasks is clear. A
simple idea is the comparison of two or more classes considering their similarities. This idea fails
as soon as one remembers that the similarity of text does not mean that the two classes perform
the same tasks, and have the same functions. We need a way to describe the inner workings
of a class, before we can recognize similarities. Such an abstraction exists |[LANz 03]. This
abstraction is basically a graphical representation of the inner workings of a class, which makes
graph pattern recognition applicable. If we have a working graph pattern recognition method, we
can use it to find the most similar classes in a system, and in the end we get a clustering of them
based on their similarities. This allows us to pinpoint the main questions:

e Is it possible to write a software tool to recognize class patterns?

e Given the fact that exact graph pattern recognition algorithms are NP-complete, will our tool
have the performance to deal with large software systems?

e Are there different ways to solve the problem of class blueprint pattern recognition?

e Are we able to detect already known class blueprint patterns?

e Has a developer used a new design pattern, or a class blueprint pattern without document-
ing it?

e Are we able to detect unknown class blueprint patterns?

The goal of this thesis is to provide answers for these questions by using a lightweight approach
based on software visualization, enriched with software metrics information, coupled with the
theories and algorithms of the artificial intelligence field of graph pattern recognition. We name
these visualizations as class blueprints, and the discovered patterns as class blueprint patterns.
Furthermore, we use the term class profile of a class to describe a list of values which determine
how high the probability is for a class blueprint to have a given class blueprint pattern in it.

1.1 Pattern Recognition And Reverse Engineering

We are not the first ones who try to combine pattern recognition and reverse engineering. As
an example we point to Niere’s Work [NIER 02]. In his work he tried to find design patterns
using subgraph matching in Java. Subgraph matching is a field of graph pattern recognition.

Other researchers tried to find design patterns or software patterns using other approaches.

1



2 CHAPTER 1. INTRODUCTION

Recently Formal Concept Analysis has been applied. Two recent examples are Tone [TONE 99|
and Arévalo and Buchli [AREV 04].

Lanza [LANZ O3] introduced a new view on software systems. We can look now into classes and
we can find class blueprint patterns. Since the classes are represented as graphs in this view, it
is more than natural to apply the techniques of graph pattern recognition to find patterns in a set
of class blueprints. The idea is to use graph pattern recognition to automatically detect known
patterns and unknown patterns. This will reduce the workload for a reverse engineer, because
he has only to check the generated data, namely a set of profiles and a dendogram, a graphical
representation of a clustering of the distances between the class blueprints. With this generated
data a reverse engineer will find errors, bad designed classes and other problems faster.
Unfortunately graph pattern recognition has some limits too. The most restrictive property of
exact algorithms, those that return always the best match for two graphs, is NP-completeness.
This makes the computation of a match time consuming. For huge software systems it might
take more time than a team of software reengineers would have, which degrades the usability of
our approach. We have identified other problems with a graph pattern recognition approach. We
have to adapt every algorithm of graph pattern recognition to get usable results. The algorithms
have been designed to work with a specific set of test graphs, to support their claims of being
exact. These graphs are often much simpler and feature less data than an abstraction of a class
blueprint. The adaptation of graph pattern matching algorithms to make them compatible with
class blueprints generates various changes in these algorithms. The adaptations are in some
cases so different from the original algorithm, that we consider it a new algorithm. Furthermore
it is necessary to introduce a new measure because the predefined class blueprint patterns are
split into patterns which consist only of nodes, patterns which consist only of edges, and patterns
which have both. This new measure incorporates the number of nodes and edges to get a
distance between two graphs, making the algorithms suitable to find all possible class blueprint
patterns.

1.2 Contributions

This thesis presents a methodology that describes how to use the theory of graph pattern match-
ing to detect class blueprint patterns in a software system. We outline the limitations and benefits
of our approach. The contributions in detail are:

e A new measure was needed for the pattern matching algorithms. It is shown in Chapter [4]
in Section The proof that this is indeed a metric can be found in the Appendix [Al

e We propose an algorithm to quickly scan a software system for clusters. It is discussed in
detail in Section Our tool ClassProfiler incorporates this algorithm.

e We also propose an exact algorithm, which is shown in Section It is the algorithm we
used for our case studies, because it is fast and exact.

e To get a quick overview of a class, we present the idea of a class profile.The class profile
enables us to see whether a class does have a certain class blueprint pattern without having
to check the class blueprint itself.

e We are able to automatically find class blueprint patterns in software systems. As reference
we provide some examples in Chapter[5and the class profile lists in the Appendix[D]and|[E]

e We can find new class blueprint patterns in software systems using clustering techniques.
As proof we refer to Section to the examples of case studies in Chapter [5| and in the Ap-

pendix[B]and

e We present a new pattern which our tool found in all case studies. The AllStateClean
pattern. An example is the Figure[2.9]
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1.3 Structure Of This Document

¢ In chapter 2 we introduce the field of reverse engineering and we explain the class blueprints.
We list all blueprint patterns we try to recognize.

e Chapter 3 is an introduction to the field of graph pattern recognition. We talk about graph
edit distance and maximal common subgraph recognition. We also show the complexity
problem of this field in calculating the worst case complexity for our chosen algorithms.
Furthermore we show other approaches to solve the problem.

¢ In chapter 4 we explain the adaptations we were required to make in the pattern recognition
techniques to find the patterns in blueprints. We also discuss our new algorithms and the
metrics we defined to get the graph pattern matching to work with a better precision than
the original one.

e In chapter 5 we discuss the results of our case studies. There we show that our techniques
of clustering and subgraph matching work well with smaller software systems, and that
checking for profiles works well even for large software systems.

e Chapter 6 presents the conclusion. Here we discuss the results, the solved problems and
identify the unsolved issues. As an outlook, we outline some possible fields for future work.

¢ In the appendix we list the clusterings and profiles for our case studies Smallwiki and
Moose.
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Chapter 2

Object-Oriented Reverse
Engineering

2.1 Introduction

Reverse engineering existing software systems has become an important task in the world of
software engineering. It is defined by Chikosfky and Cross as “the process of analyzing a subject
system to identify the system’s components and their relationships, and to create representations
of the system in another form or at a higher level of abstraction” |[CHIK 90]. Reverse engineering
is required for the maintenance, reengineering, and evolution of software systems, because a
modification of one part of a system can have a negative impact on other parts of the system.
In the worst case the software system can even break. Since this possibility exists, we have
to reverse engineer the software system first, such that we get a model of the software that
emphasizes the trouble spots and highlights the possible problems, before the software system
can be modified or reengineered.

Sommerville [SomM 00] and Davis [DAvI 95] estimate that the cost of software maintenance ac-
counts for 50% to 75% of the overall cost of a software system. It would seem advisable to
rewrite software systems as soon as they fail to satisfy the requirements. However, certain soft-
ware systems are too valuable to be replaced or to be rewritten, because their sheer size and
complexity makes a reengineering attempt too expensive for the owning company concering time
and money. In the case of such legacy software systems it is advisable to first reverse engineer
and then maintain, reengineer, and evolve such systems. By adapting them to new requirements
[CAsA 98, IRUGA 98] the lifetime of these systems can be extended and increase the return of
investment of their owners. Indeed, the longer a software system can be used, the better it pays
off for the company that owns it.

We focus on the reverse engineering of object-oriented legacy systems, mainly because most
current software systems are written in languages implementing this paradigm, and because it
is not only its age that turns a software system into a legacy system, but the developement rate
[DEME 02]. Moreover, early adopters of object-oriented technology are discovering that the bene-
fits they expected to achieve by switching to objects have been very difficult to realize [DEME 02]
and find themselves with present and future legacy systems implemented with object-oriented
technology. Moreover, reverse engineering object-oriented software systems comes with addi-
tional challenges [WILD 92] compared to non-object-oriented systems, such as polymorphism,
late-binding, incremental class definitions, and many other problems.

There are many approaches to reverse engineer software systems, such as:

e reading the existing documentation and source code. This is difficult when the documen-

tation is obsolete, incorrect or not present at all. Reading the source code is a widely
used practice, but does not scale up, as reading millions of lines of code would take weeks

5



6 CHAPTER 2. OBJECT-ORIENTED REVERSE ENGINEERING

or months without necessarily increasing the understanding of the system by the reader.
Moreover, at the beginning of a reverse engineering process one does not seek detailed
information, but rather wants to have a general view of the system.

e running the software and/or generate and analyze execution traces. The use of dynamic
information, e.g., information gathered during the execution of a piece of software, has also
been used in the context of reverse engineering [RICH 99], but has drawbacks in terms
of scalability (traces of a few seconds can become big) and interpretation (thousands of
message invocations can hide the important information one is looking for).

e interviewing the users and developers. This can give important insights into a software
system, but is problematic because of the subjective viewpoints of the interviewed people
and because it is hard to formalize and reuse these insights.

e using various tools (visualizers, slicers, query engines, etc.) to generate high-level views of
the source code. Tool support is provided by the research community in various ways, and
visualization tools like Rigi [MU 86] and ShrimpViews [STOR 95| are widely used.

e analyzing the version history. Still a young research field, understanding the evolution of
a piece of software is done using techniques like graph rewriting, visualization, concept
analysis, clustering, and data mining. The insights gained are useful to understand the past
of a piece of software and to possibly predict its future.

e assessing a software system and its quality by using software metrics. Software metrics
tools are used to assess the quality and quantity of source code by computing various met-
rics which can be used to detect outliers and other parts of interest, for example cohesive
classes, coupled subsystems, etc.

Several of these approaches succeed in solving various problems, but come with advantages
and disadvantages due to the challenges they all face: They must scale up, since legacy soft-
ware systems tend to be very large, and they must be flexible and applicable in different contexts,
as there is no such thing as a standard reverse engineering context. Each legacy system comes
with its own problems and flaws. Furthermore, they must be simple and straight-forward to use,
because in the fast-paced software industry there is little time to reverse engineer software sys-
tems.

We now present a different way to look at a software system. Like a physician uses x-rays to look
into the body of a patient, we use a class blueprint to look into a class. It is noteworthy that we
also have the some problem of a x-ray: The is no information about dynamic processes which
happen.

2.2 The Class Blueprint

This section introduces the concept of the class blueprint, a visual way of supporting the under-
standing of classes. A class blueprint is a semantically augmented visualization of the internal
structure of a class, which displays an enriched call-graph with a semantics-based layout. It is
augmented in various aspects that are explained in the subsequent sections:

e A class blueprint is structured according to layers that group the methods and attributes.

e The nodes representing the methods and attributes contained in a class are colored ac-
cording to semantic information, i.e., whether the methods are abstract, overriding other
methods, returning constant values, etc.

e The nodes vary in size depending on source code metrics information.

6
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Figure 2.1: A class blueprint decomposes a class into layers.

2.2.1 The Layered Structure of a Class Blueprint

A class blueprint decomposes a class into layers and assigns the attributes and methods of the
class to each layer based on the heuristics described below. In Figure we see an empty
template of a class blueprint.

The layers support a call-graph notion in the sense that a method node on the left connected with
another node on the right is either invoking or accessing the node on the right that represents
a method or an attribute. From left to right we identify the following layers: initialization layer,
external interface layer, internal implementation layer, accessor layer, and attribute layer. The
first three layers and the methods contained therein are placed from left to right according to the
method invocation sequence, i.e., if method m1 invokes method m2, m2 is placed to the right of
m1 and connected with an edge.

For each layer we present the conditions that methods must fulfill in order to belong to a certain
layer. Note that the conditions listed below follow a lightweight approach and are not to be con-
sidered as complete. However, we have seen that they are sufficient for our purposes.

A class blueprint contains the following layers:

1. Initialization Layer. The methods contained in this first layer are responsible for creating
an object and initializing the values of the attributes of the object. A method belongs to this
layer if one of the following conditions holds:

e The method name contains the substring “initialize” or “init”.

e The method is a constructor.

¢ In the case of Smalltalk, where methods can be clustered in method protocols, if the
methods are placed within protocols whose name contains the substring “initialize”.

In this layer there should also be the static initializers for Java, however we do not take them
into account, as they are not covered by our metamodel [DEME 01].

2. External Interface Layer. The methods contained in this layer represent the interface of
a class to the outside world. A method belongs to this layer if one the following conditions
holds:

e It is invoked by methods of the initialization layer.

¢ In languages like Java and C++ which support modifiers (e.g., public, protected, pri-
vate) it is declared as public or protected.

e It is not invoked by other methods within the same class, e.g., it is a method invoked
from outside of the class by methods of collaborator classes or subclasses. Should
the method be invoked both inside and outside the class, it is placed within the imple-
mentation layer.
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We do not include accessor methods to this layer, but to a dedicated layer as we show later
on. We consider the methods of this layer to be the entry points to the functionality provided
by the class.

3. Internal Implementation Layer. The methods contained in this layer represent the core of
a class and are not supposed to be visible to the outside world. A method belongs to this
layer if one of the following conditions holds:

e In languages like Java and C++ if it is declared as private.
e The method is invoked by at least one method defined in the same class.

4. Accessor Layer. This layer is composed of accessor methods, i.e., methods whose sole
task is to get and set the values of attributes.

5. Attribute Layer. The attribute layer contains all attributes of the class. The attributes are
connected to the methods in the other layers by means of access relationships that connect
the methods with the attributes they access.

2.2.2 Representing Methods and Attributes

We represent methods and attributes using colored boxes (nodes) of various size and position
them within the layers presented previously. We map metrics information to the size of the method
and attribute nodes, and map semantic information to their colors.

Mapping Metrics Information on Size

‘Width Metric

Method

or Height
Attribute Metric
Node

Figure 2.2: A graphical representation of methods and attributes using metrics: the metrics are
mapped to the width and the height of a node.

The width and height of the nodes reflect metric measurements of the represented entities, as
illustrated in Figure[2.2]
The class blueprint view visualizes method nodes and attributes nodes.

e Method nodes. In the context of a class blueprint, the metrics used for the nodes repre-
senting the methods are lines of code for the height and the number of invocations for the
width.

e Attribute nodes. The metrics used for the boxes representing the attributes are the number
of direct accesses from methods within the class for the width and the number of direct
accesses from outside of the class for the height. The choice of these measures allows one
to identify how attributes are accessed.

In Figure [2.3)we see how we distinguish a caller from a callee: the caller has outgoing edges
at the bottom, while the callee has in-going edges at the top. Furthermore, the blueprint layout
algorithm places the callee to the right of a caller.

8



2.2. THE CLASS BLUEPRINT 9

Figure 2.3: The caller has outgoing edges at the bottom, while the callee has in-going edges at
the top.

Mapping Semantic Information on Color

The call-graph is augmented not only by the size of its nodes but also by their color. In a class
blueprint the colors of nodes and edges represent semantic information extracted from the source
code analysis. The colors play therefore an important role in conveying added information, as
Bertin [BERT 74] and Tufte [TUFT 90] have extensively discussed. Table [2.1] presents the seman-
tic information we add to a class blueprint and the associated colors.

| Description | Color \
Attribute blue node
Abstract method cyan node
Extending method. A method which performs a super invocation. orange node
Overriding method. A method redefinition without hidden method invoca- | brown node
tion.
Delegating method. A method which delegates the invocation, i.e., for- | yellow node
wards the method call to another object.
Constant method. A method which returns a constant value. grey node
Interface and Implementation layer method. white node
Accessor layer method. Getter. red node
Accessor layer method. Setter. orange node
Invocation of a method. blue edge
Invocation of an accessor. Semantically it is the same as a direct access. | blue edge
Access to an attribute. cyan edge

Table 2.1: In a class blueprint semantic information is mapped on the colors of the nodes and
edges.

Certain semantic information such as whether a method is delegating to another object is com-
puted by analyzing the method abstract syntax tree (AST) and by identifying certain patterns. For
example we qualify as delegating, a method invoking exactly the same method on an attribute
(pattern 2) or a method invocation (pattern 1). In addition to those patterns we consider also the
case when the method is returning a value using ~ in Smalltalk (pattern 3 and 4). Note that such
an analysis is language dependent but does not pose any problem in practice.

Pattern 1: delegating to invocation result.

methodX

self yyy  methodX
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Pattern 2: delegating to an attribute.

methodX
instvarY  methodX

Pattern 3: delegating to invocation result with return.

methodX
"~ self yyy methodX

Pattern 4: delegating to an attribute with return.

methodX
instvarY methodX

The fact that a method is abstract is also extracted from the analysis of the method AST as in
Smalltalk the only way to specify that a method is abstract is to invoke the method subclassResponsibility
(see Pattern 5). For Java and C++, specific language constructs make the analysis simpler.

Pattern 5: Abstract method.

methodX
self subclassResponsibility

Note that the color associations shown in Table [2.1]are not mutually exclusive. Therefore, a node
could have more than one color assigned to it. In such a case the color determined by the source
code analysis takes precedence over the color given by the layer a certain node belongs to, as
this information conveys usually more semantics.

— ’/% -A
S /Amj\ =0
Jju—

i

Initialization Interface |Internal Accessor Attribute
Layer Layer | npl ement ati on Layer Layer
Layer

> INVOCATION SEOUENCE -

Figure 2.4: The methods and attributes are positioned according to the layer they have been
assigned to.

2.2.3 The Layout Algorithm of a Class Blueprint

The algorithm used to layout the nodes in a class blueprint first assigns the nodes to their layers
and then sequentially lays out the layers. Within each of the first three layers, nodes are placed
using a horizontal tree layout algorithm: if method m1 invokes method m2, m2 is placed to the
right of m1 and both are connected by an edge which represents the invocation relationship.
In case a method m1 accesses an attribute al, the edge connecting m1 and al represents an
access relationship, as is denoted by the color of the edge. In the last two layers the nodes

10



2.3. AVOCABULARY BASED ON PATTERNS IN THE CLASS BLUEPRINTS 11

are placed using a vertical line layout, i.e., the nodes are placed vertically below each other.
Although the layout algorithm can be considered lightweight, it shows acceptable results in terms
of visual quality. The complex structure of a method invocation graph allows for cycles because
of recursive calls, therefore the tree layout algorithm used as part of the overall blueprint layout is
cycle-resistant.

In Figure [2.4) we see a template blueprint. We see that there are 2 initialization methods and
3 interface methods. We also see that some of its accessors (the ones in the ellipse) are not
invoked and therefore unused and that one of the attributes (A) is not accessed by the methods
of this class. In the next section we will define a vocabulary of blueprint patterns.

2.3 A Vocabulary based on Patterns in the Class Blueprints

While the approach is already an excellent vehicle to support the understanding of classes, it also
provides the basis to develop a visual vocabulary that enables programmers to communicate
recurrent situations they encounter. Indeed, recurrent situations in the code produce similar
blueprint patterns in terms of node colors and flow structure. These (blueprint) patterns stem
from the experiences we obtained while applying our approach on several industrial case studies.
We subdivide the discussion of the patterns in two separate sections depending on the context
in which a blueprint is presented:

1. Single class perspective , where we look at a single blueprint without considering sur-
rounding sub- or superclasses (Section [2.4).

2. Inheritance perspective , where we extend the context to the inheritance hierarchy where
the class resides ([LANZ 03)).

We use the term pure class blueprint when it is composed of only one and exclusively one pat-
tern. Furthermore we have to mention that we focus on the class perspective. The inheritance
perspective is discussed in the Thesis of Lanza [LANZ 03].

11



12 CHAPTER 2. OBJECT-ORIENTED REVERSE ENGINEERING

2.4 Single Class Blueprint Patterns

In this part we present the patterns that are included in blueprints without considering surrounding
sub- and superclasses. Note that one class blueprint may include several patterns. As case study
we use the software system Moose, a language independent reengineering environment, which
has been developed at the University of Berne. The blueprint patterns are ordered first by their
kind, whether ithey are class size or method size patterns, and then alphabetically.

2.4.1 Method Clumps

Graphically this pattern is composed of one large or huge node surrounded by some tiny nodes.
It contains clusters of methods each with one very large method that is calling many of small
methods. The large methods are not structured following a functional decomposition, but have a
monolithic structure (one big chunk of code). Method Clumps are large nodes which represent
methods having more than 100 lines of code. To give an idea of the disproportionality between
those methods and the small ones, note that the average number of lines of a Smalltalk method
is 7 [KLIM 96]. We did not find a 100% Method Clumps pattern in the classes of Moose. There
were a few in the metaclass parts, but none in the classes themselves. Although we found an
almost Method Clumps in MSECDIFSaver Figure [2.7]

24.2 Size

There are four sizes for class blueprints:

Single : if the blueprint consists of only one node.

Micro : if the blueprint consists of only a few nodes.

Giant : if the blueprint consists of a lot of nodes.

Normal : if the blueprint is bigger than micro and smaller than giant.

2.4.3 Adders

Graphically this pattern represents class blueprints that are mainly white (adding), orange (ex-
tending), or brown (overriding). These patterns present the way classes add, extend, or override
inherited behavior. The weight of these patterns, for example, the number of methods in one of
these three colors compared with the total number of methods is an indication on the way the
class fits within its inheritance hierarchy. If the class blueprint is not bigger than micro, it is not
considered an Adder.

12
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AdderExtender
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Figure 2.5: The class blueprint of VisualWorksParseTreeMetricCalculator, which is an AdderEx-
tender .

AdderExtender (Figure [2.5) is a rather rare class pattern, mainly because classes which extend
other classes are often small.

AdderNormal

Om

A [
‘—D ]
B

=
gy r

Figure 2.6: The class blueprint of FAMIXAbstractimporter, which is an AdderNormal .

Often there are many AdderNormal (Figure [2.6) patterns in a software system. AdderNor-
mal can be anything from an algorithm implementing class to a data storage class with some
additional functions.

13



14 CHAPTER 2. OBJECT-ORIENTED REVERSE ENGINEERING

AdderOverrider

Figure 2.7: The class blueprint of MSECDIFSaver, which is the closest to an AdderOverrider
which can be found in Moose.

AdderOverrider (Figure[2.7) is a uncommon pattern like the AdderExtender. Blueprints of classes
which override other classes have often micro size, which of course reduces the number of
AdderOverrider even in well designed object-oriented software systems.

2.4.4 AllState

Graphically this pattern presents groups of method nodes that have edges arriving to all the blue
attribute nodes. It describes the fact that a group of methods accesses all the attributes of a
class. When the class presents a SingleEntry it often presents also the AllState blueprint. The
inverse is not true. Figure [2.8/shows an example where we see that all the attributes in the class
are accessed by the three methods annotated as A. It comes in three versions: Initialization layer
AllState , public layer AllState and private layer AllState. We use the abbreviations AllStatel,
AllState2 and AllState3 in a class profile.

Il IHI

il

DEI

Figure 2.8: MGPreferences is an example with two AllState2 in the public layer and one AllStatel
in initialization layer.

14



2.4. SINGLE CLASS BLUEPRINT PATTERNS 15

2.4.5 AllStateClean

This pattern presents groups of method nodes that have edges arriving to all the getter or to all
setter nodes. It is basically, in terms of semantics, the same as the AllState with the exception
that all attributes are accessed using the getter and setter methods. Like the AllState it comes in
also in three versions: AllStateCleanl, AllStateClean2 and AllStateClean3. This pattern has been
found automatically while we clustered the case studies. Figure[2.9shows a setter AllStateClean

"
"

o [ o
5@%

TN

R

Dfa’.%x
i
T

Figure 2.9: VisualWorksParseTreeMetricCalculator features a setter AllStateClean .

2.4.6 ConstantDefiner

D|:||:|DD-----------

Figure 2.10: The class blueprint of the class FAMIXModel: it contains a distinct ConstantDefiner
pattern.

Graphically this pattern is composed of grey nodes often residing in the interface layer. It de-

15



16 CHAPTER 2. OBJECT-ORIENTED REVERSE ENGINEERING

scribes a class which defines methods that return constant values such as integers, booleans, or
strings. Pure ConstantDefiner blueprints are rare as a class is seldom limited to define constants.
The class blueprint in Figure [2.10]is a ConstantDefiner.

2.4.7 DataStorage

Graphically this pattern presents mainly two layers: one red and orange coloured of accessors
and one blue of attributes. Sometimes it also has one extra method to initialize the attributes.
The DataStorage pattern describes a class which mainly defines accessors to attributes. Such a
class usually does not implement any complex behavior, but merely stores and retrieves data for
other classes. The implementation layer is often empty. An example of a DataStorage is shown
in Figure[2.11] Looking for duplicated logic in the clients of such classes is usually a good way to
reduce duplicated code and to enforce the law of Demeter [LIEB 89, [DEME 02].

OEONDONECOE

Figure 2.11: The class blueprint of the class MofAssociationEnd: it contains a pure DataStorage
pattern.

2.4.8 Delegate

Graphically this pattern is composed of yellow nodes often found in the interface layer. Delegate
(Figure [2.12) describes a class which defines delegating methods, i.e., it forwards invocations to
attributes or to accessor invocations. A Delegate pattern can be an indication for design patterns
such as Facade or Wrapper [GAMM 95].

|
0

pl:l
N i
Bl

IIIII

DD_EI_I;II:IEII:IEIEIEIEIEH:IDEIDI:IDEIDD

Figure 2.12: The class blueprint of the class ImporterFacade: it mainly consists of a Delegate
pattern.

16



2.4. SINGLE CLASS BLUEPRINT PATTERNS 17

2.4.9 Funnel

Graphically this pattern is composed of an inverse (right-to-left) tree of nodes whose root is on
the right, forming a funnel. Funnel describes a group of methods that all converge towards a
final functionality. It often occurs when a complex data structure is used that can be accessed
by various interfaces. Identifying the final functionality is often the key to understand how data
abstraction is used in the class. In addition, in Smalltalk metaclasses providing multiple examples
or initialization possibilities exhibit this behavior. Figure [2.13]represent a Funnel pattern, a lot of
invocation edges are connected to the abstract(cyan) node.

| N .
] ]
ebnlreact

Figure 2.13: A Funnel pattern in the class blueprint of the class MSEAbstractGroup.

2.4.10 Interface

Graphically this pattern represents one predominant interface layer. It occurs when a class acts
as an interface, which is frequent for abstract superclasses. It also occurs when the class acts
as a pool of constants. In the Smalltalk programming language there is no construct for defining
constant values, therefore class methods are often used to return constant values. Such classes
can also contain a ConstantDefiner pattern as shown by the top class blueprint in Figure [2.14]

17



18 CHAPTER 2. OBJECT-ORIENTED REVERSE ENGINEERING

|:||:||:|DD-----------

Figure 2.14: A Interface pattern in the class blueprint of the class FAMIXModelRoot.

2.4.11 MicroSpecialExtender

If a class has the size pattern micro , and it consists mainly of extending methods, we call it a
MicroSpecialExtender. In a well designed object-oriented software system, the MicroSpecials
are quite common. An example is Figure

]

Figure 2.15: The single sized MSEApplicationModel features a MicroSpecialExtender pattern,
making it the perfect example for the other classes of its kind.

18
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2.4.12 MicroSpecialOverrider

We call an overriding class, which has micro size, an MicroSpecialOverrider. It is, like the Mi-
croSpecialExtender a common sight in well designed Object-Oriented Software Systems.

.,fﬂ
[

Figure 2.16: The micro sized DSAbsoluteOperator has a MicroSpecialOverrider pattern.

2.4.13 SharingEntries

Graphically the attribute nodes are accessed uniformly by groups of method nodes. This pattern
represents the fact that multiple methods access the same state. Therefore it reveals a certain
cohesion of the class regarding its state management. This pattern comes in two flavours. It
depends whether this group of methods accesses the attribute using an accessor or directly. We
refer to the first as a SharingEntryAccessor and to the later as a SharingEntry. The abbrevations
for those patterns are SharingEntry4 or SharingEntry5. An example of such a pattern is empha-
sized in Figure [2.12] where nearly all methods access the third attribute from the top. Figure [2.17]
presents SharingEntries4 pattern as almost all nodes in the public layer access the attribute over
the accessor.

NG /74
W

Figure 2.17: A SharingEntries4 pattern in the class blueprint of the class FAMIXNamespace.

19
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2.4.14 SingleEntry

Graphically this pattern is composed of a minimal interface layer, often limited to one node, but
which is connected to all the nodes of the larger implementation layers. SingleEntry describes a
class which has very few or only one method in the external interface layer acting as entry point
to the functionality of the class. It then has a large implementation layer with several levels of
calls. Such classes are designed to deliver only little yet complex functionality. Classes which
implement a specific algorithm (for example, parsers) show this pattern. Figure [2.18|shows one
SingleEntry pattern in one class blueprint.

sl=l=

Y]

Figure 2.18: The class blueprint of the class DSMetricOperator with one SingleEntry pattern.

2.4.15 StructuredFlow

Graphically this pattern presents a cluster of methods structured in a deep and often narrow
invocation tree. This pattern reveals that the developer has decomposed an implementation into
methods that invoke each other and possibly reuse some parts. It supports the reading of the
methods. A typical example is the decomposition of a complex algorithm into pieces. The class
blueprint in Figure [2.19 shows a nice StructuredFlow pattern.

mhs
|

Figure 2.19: The StructuredFlow pattern of the class ModelManager.

20



2.4. SINGLE CLASS BLUEPRINT PATTERNS 21

2.4.16 ThreeLayers

Graphically this pattern is composed of three to four colored bands with few nodes: one or two
bands for the interface layer, one red for the accessor, and one blue for attributes. This pattern
describes classes that have few methods, some accessors, and some attributes. Usually these
classes are small and implement primitive behavior and access to data. The class in Figure[2.20]
has a ThreeLayers pattern. It is one of the most common patterns found in software systems.

s M2

: ]%.-

G F
b

Figure 2.20: The class VisualWorksParseTreeMetricCalculator also features a ThreeLayers pat-
tern.
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2.4.17 Wide Interface

Graphically this pattern is composed of a large interface layer relative to the rest of the class. A
Wide Interface blueprint is one that offers many entry points to its functionality proportionally to
its implementation layer (see Figure [2.21).

Figure 2.21: The class MSEMetricManager has a Wide Interface pattern.

22
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2.5 Tool Support: CodeCrawler and Moose

To obtain the class blueprint visualizations we use CodeCrawler [LANZ ]| as visualization tool and
Moose [Duca 00] as metamodel and provider of the metrics and semantic information. Code-
Crawler supports the synergy between opportunist reading of the code and the visualization of
classes in the following ways:

e Interactivity. The blueprint visualizations do not merely represent source code, as in the
case of static visualizations (e.g., static pictures which cannot be manipulated), but they
support direction manipulation. When the proposed layout does not suit the reengineer
wishes, he can select, move, or delete connected, recursively connected, or disconnected
nodes.

e Code Proximity. At any moment the reengineer can access the code by clicking on any
node and see the corresponding definition at the level of a method, at the level of the class,
and using code browsers presenting superclasses and subclasses. Moreover he has the
possibility to see permanently a floating window showing the code of the node over which
the mouse pointer is passing.

2.6 Related Work

Among the various approaches to support reverse engineering that have been proposed in the
literature, graphical representations of software have long been accepted as comprehension aids
[PrIC 93] [Sta 98].

Many tools make use of static information to visualize software, like Rigi [TILL 94], Hy+ [CONS 93]
[MEND 95], SeeSoft [EICck 92], Dali [KAzm 99|, ShrimpViews [STOR 95], TANGO [STAS 90], as
well as commercial tools like ImagixE]to name but a few of the more prominent examples. How-
ever, most publications and tools that address the problem of large-scale static software visual-
ization treat classes as the smallest unit in their visualizations. There are some tools, for instance
the FIELD programming environment [REIS 90] or Hy+ [CoNs 93] [MEND 95] which have visu-
alized the internals of classes, but usually they limited themselves to showing method names,
attributes, etc. and use simple graphs without added semantical information.

Substantial research has also been conducted on runtime information visualization. Various
tools and approaches make use of dynamic (trace-based) information such as Program Explorer
[LANG 95], Jinsight and its ancestors [PAuw 93] [PAuw 99], Graphtrace [KLEY 88| or [RICH 99].
Various approaches have been discussed like in [JERD 97] where interactions in program execu-
tions are being visualized, to name but a few.

Nassi and Shneiderman proposed flowcharts to represent in a more dense manner the code of
procedures [NASS 73]. Warnier/Orr-diagrams allow us to describe the organization of data and
procedures [HIGG 87]. Both approaches only deal with procedural code and control-flow. Cross
et al. defined and validated the effectiveness of Control Structure Diagrams (CSD) [CROS 98]
[HEND 02], which is a graphical representation that depicts the control-structure and module-
level organization of a program. Even if CSD has been adapted from Ada to Java, it still does not
take into account the fact that a class exists within an hierarchy and in presence of late-binding.
We provide a visualization of the internal structure of classes in terms of their implementations
and in the context of their inheritance relationships with other classes. In this sense our approach
proposes a new dimension in the understanding of object-oriented systems.

2.6.1 Advantages

The visualisation of software system using class blueprints has some advantages:

1see http:/iwww.imagix.com
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24 CHAPTER 2. OBJECT-ORIENTED REVERSE ENGINEERING

e We can analyse the behaviour and function of a class without having to read the whole
source code. The time needed to reverse engineer software systems is dramatically re-
duced.

e The class blueprint reduces classes to their main aspects. The resulting graph helps the
reengineer to formulate hypotheses and to gain quickly insights over the inner working of
a class, thus the class blueprints allow the reenigneer to select the relevant methods to
inspect deeper and may either validate or invalidate the hypotheses formulated.

o After looking at a few dozen class blueprints, a reengineer can identify the programming
style of the developer of the software system and find reoccuring patterns in the classes.

e The patterns found in the class blueprints can be used to define a vocabulary for a soft-
ware system. Using those patterns in discussion between the rengineers during a reverse
engineering task, like using design patterns while building a software system, leads to less
explaination and a quicker understanding of the problems the other reengineers found.

2.6.2 Drawbacks

e The approach presented here relies heavily on an efficient layout algorithm in terms of
space and readability. Especially in the case of very large classes, i.e., having hundreds of
methods, it may happen that the only real statement we can make is that the class is large
(the Giant blueprint). However, patterns often occur in such classes providing important
pieces of information.

e The blueprint of a class can give the viewer a “taste” of the class at one glance. However, it
does not show the actual functionality the class provides. The approach proposed here is
thus complementary to other approaches used to understand classes.

e The algorithms on which the class blueprints are based on do not always lead to the right
marking of a method node. A better analysis of the source code will lead to better blueprints
and thus to better understanding of the software systems.

e The approach presented here does not make use of dynamic information. This means we
are ignoring runtime information about which methods get actually invoked in a class. This
is especially relevant in the context of polymorphism and switches within the code. In this
sense the class blueprint can be seen as a visualization of every possible combination of
method invocations and attribute accesses.

2.7 Conclusion

As in object-oriented programming, classes are the primary abstractions based on which appli-
cations are built, we focus on supporting the reengineer to understand the internal structure of
classes and how class behavior is developed in the context of the inheritance hierarchy in which
it is defined. Our approach is based on the synergy between the class blueprint visualization and
opportunist code reading [LITT 96] as the visualization helps building hypothesis, raising ques-
tions that a selective code reading verifies. As such it supports an understanding at multiple
levels of abstractions [vON_96].

In this chapter we have presented the class blueprint, a polymetric view targeted at the under-
standing of classes and class hierarchies. The class blueprint visualizes the internal structure
of classes, e.g., an augmented call-graph enriched with metrics and semantic information. The
class blueprint permits to identify patterns that help to understand the structure of classes. We
have identified and described several of these patterns. Furthermore we have used the class
blueprints on a case study and have discussed and verified our findings.

We return again to the questions we asked ourselves in the introduction (Chapter|[1) :

24
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Is it possible to write a software tool to recognize class patterns?

Given the fact that exact graph pattern recognition algorithms are NP-complete, will our tool
be fast enough to deal with large software systems?

Are there different ways to solve that problem?
Are we able to detect already known class blueprint patterns?

Has a developer used a new design pattern, or a class blueprint pattern without docmenting
it?

Are we able to detect unknown class blueprint patterns?

What we are presenting in this thesis is how we combined the theory of graph pattern matching
in Chapter [4] with the class blueprints presented in this chapter. A class blueprint is nothing more
than a graph and this made the graph pattern matching algorithms applicable to the problem of
finding new patterns, or automatically find the ones given in this chapter.
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Chapter 3

Graph Pattern Recognition

3.1 Introduction

In this chapter we introduce the basic graph pattern recognition theory. First we define the main
elements of the field: what a graph is, later what a line-graph is and then we look at the isomor-
phism between graphs and between subgraphs. With all the necessary definitions provided, we
look more closely at two of the better known maximal common subgraph algorithms. Afterwards
we take a glance at the theory of graph edit distance, and point out the advantages it has com-
pared to the maximal common subgraph algorithms. At the end of this chapter, we provide a
short description of other possible approaches to solve the problem, which we considered dur-
ing our research, but they were either not precise enough or the implementation was too time
consuming. In the end of the chapter, we briefly explain what techniques we used to cluster the
results.

3.2 Definitions

The first thing we have to define are the graphs. We use the following definition throughout the
entire text.

Definition 1:
A Graph is a 4-tuple G = (V, E, «, 3), where
V is the finite set of vertices
E CV x Visthe set of edges
a 'V — Ly is a function assigning labels to the vertices
6 : E — Lg is afunction assigning labels to the edges

A definition of a graph is not enough to explain how graph pattern recognition works. Usually we
do not only want to know if two graphs are equal, but also if one graph is a subgraph of the other.
To achieve this, we have to define what a subgraph is:
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28 CHAPTER 3. GRAPH PATTERN RECOGNITION

Definition 2:
Given a Graph G = (V, E,«, 3) and a Graph S = (V;, Es, a5, (s), then S is a Subgraph of G if
and only if the following properties hold:

1.V,CV

2. E,=EN(V, x Vi)

3. a, and j3, are the restrictions of a and 3 to V, and E, respectively, i.e.,

(v) = a(v) if v eV
WV =1 undefined otherwise

Bu(v) :{ Ble)  ifeek,

undefined otherwise

We also need a proper way to define how similar two graphs are. One way to get a similarity
distance is to define the difference between two graphs:

Definition 3:

Given a graph G = (V, E, o, §) and a subgraph S = (V;, E;, as, 85) of G, the difference of G and
S is the subgraph of G which is defined by the set of vertices V' — V;. We denote the difference
of Gand Sby G — S.

Another useful definition is the one for a union of two graphs.

Definition 4:

Given two graphs G; = (V4, E1, a1, 31) and Go = (Va, Ea2, @, 32) , where V3 (V2 = (), and a set
of edges F’ C (V1 x V2) J(V2 x V1) with a labeling function 5’ : E' — L, the union of G; and G»
with respect to E’ is the graph G = (V, E, «, 8) such that:

L.Vv=wnyh
22 E=EUElF
3. a(v) = v) ifveV;

a1 (v)

2(’[)) ifvel,
Bi1(v) ifee Eq
Ba(v)

4. B(e) = v) ifee Ey
Bv) ifeeFE’

The most important definition: How do we know if two graphs are the same? Like often in a
field near to mathematics, we simply define that two graphs are equal, if there exists a bijective
function between the two graphs.

Definition 5:
A bijective function f : V' — V"’ is a graph isomorphism from a graph G = (V, E, «, 3) to a graph
G =V E d7F)if
1. a(v) =a/(f(v)) forallveV.

2. For any edge e = (v1,v2) € E there exists an edge ¢/ = (f(v1),(v2)) € E’ such that
B(e) = B(e'), and for any ¢’ = (v}, v}) € E’ there exists an edge e = (f~1(v}), f~1(v )) € E such
that 5(e’) = B(e).

Now we know how to check if two graphs are the same. To check if a graph is included in another
graph, we have to define a way to get an isomorphism between the smaller graph and a subgraph
of the larger graph. One can see that an isomorphism between a smaller graph and a subgraph
of a larger graph is simply an injective function:

Definition 6:
An injective function f : V — V' is a subgraph isomorphism from G to G’ if there exists a subgraph
S C G’ such that f is a graph isomorphism from G to S.

We can check now if a graph is included in another graph. What we need is a definition to check
if a subgraph of a graph is included in another graph. Such a graph is simply called a common
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subgraph. Now we do not know if the found subgraph isomorphism is the largest of all possible
subgraph matching. Maybe there is another injective function, which hits more vertices than the
one we first found? We need a definition which tells us exactly if the found graph is the largest of
all possible subgraph isomorphism. Both ideas unified in a definition looks like the following:

Definition 7:

Let G, = (V1, E1,a1,01) and Gy = (Va, Es, an, 32) be graphs. A common subgraph of G; and
G, CS(G1,G9),isagraph G = (V, E, «, 8) such that there exist subgraph isomorphisms from G
to G; and from G to G,. We call G a largest common subgraph of G; and G2, MCS(G1, Gs), if
there exists no other common subgraph of G; and G> which has more vertices than G.

3.3 Maximal Common Subgraph

Before we look at the algorithms and the needed definitions in detail, we have to see that there
are four ways to define a maximal common subgraph. First we have to see the difference be-
tween a maximal induced common subgraph and a maximal common edge subgraph. A vertex
subgraph is a set S of vertices of a graph G and those edges of G with both endpoints in S. A
graph G2 is a common induced subgraph if and only if G5 is isomorphic to induced graphs G,
and G>. A maximal common induced subgraph (MCIS) consists of a graph G2 with the largest
number of vertices meeting the aforementioned property. Related to the MCIS is the maximal
common edge subgraph(MCES). An MCES is a subgraph consisting of the largest number of
edges common to both G; and G5. Normally the term MCS refers two both MCES and MCIS.

The MCS between two graphs can be classified further by distinguishing between the connected
and disconnected case. A connected MCS is a MCS whereby each vertex is connected to every
other vertex by at least one path. Note that we say path connected and not edge connected. This
means simply that the MCS consists of only one subgraph. A disconnected MCS on the other
hand, can consist of multiple subgraph components. Figure [3.T]illustrates the difference between
a connected and unconnected MCS.

T
Sl el

Figure 3.1: A) is a example for a connected MCS and B) is a example for a disconnected MCS

We describe the most useful way to define a MCS for the problem of finding similarities in class
blueprints in the next chapter ( Chapter [4).

Since most of the published literature considers the MCIS, an algorithmic transform for translat-
ing a MCIS to a MCES is desirable. One such technique is the work of Withney|WHIT 32], who
proved that an edge isomorphism between two graphs G; and G5 , induces a vertex isomorphism
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provided that a AY-exchange does not occur. A AY-Exchange may happen if a graph is trans-
formed into a linegraph. An example of a AY" exchange is show in Figure[3.2]

El
. . F2 F1
E2 E3 G(F)
F3
O
@ ()

Figure 3.2: On the left side ( graph G(E) and L(G(E))) no AY-exchange occurs. On the right side
(graph G(F) and L(G(F)) a AY -exchange occurs.

A way to transform a MCIS algorithm to a MCES algorithm, is to transform the graph G in a line
graph of G. The following definition clarifies the idea.

Definition 8:

Aline graph L(G) is a graph whose vertex set consists of the edge set ofG; therefore, if (v;,v;) is
an edge in G, itis also a vertex in L(G).

A pair of vertices in L(G) are adjacent if and only if the two corresponding edges in G are incident
on each other.

Using a line graph to transform a MCIS to a MCES allows us to use the same algorithm for a
different kind of problem. In some case we are more interested in a MCES than just an MCIS, or
vice versa.

We now go ahead with the thematic of maximal common subgraphs and present two of the
better known MCS algorithms. The first one we discuss is the algorithm of McGregor[MCcGR 82|
and it is capable of detecting a disconnected MCES. The paper is noteworthy since it appears to
be the first that draws a distinction between MCIS and MCES. The algorithm itself belongs to the
class of backtracking algorithms. The McGregor algorithm tries to reduce the number of back-
track instances necessary by inspecting the set of possible solutions remaining at some point
in the depth-first search and determining whether it is necessary to extend the current solution.
The set of possible solutions is evaluated by enforcing a connectivity relation with the currently
detected solution.
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Algorithm 1 (McGregor):
function McGregor(s, ny, ns)
begin
if(nextpair(ny,ns)) then
begin
if(isFeasiblePair(ny,n5)) then
AddPair(ny,ny);
CloneState(s,s’);
while(s’ not leaf in the search tree)
begin
McGregor(s’,ny,ns);
Backtrack(s’);
end
delete(s));
end
end

The algorithm example is derived from the one described by McGregor, but it is more general and
is discussed in more detail in [BUNK 02]. It is suitably described by a state space representation.
Each state s represents a common subgraph of the two graphs under construction. This common
subgraph is part of the MCS that will be eventually formed. In each state a pair of vertices not yet
considered, the first belonging to the first graph and the second to the second graph, is selected
(whenever it exists) through the function NextPair(n  1,n 5) . The selected pair of vertices is con-
sidered legal if the function IsFeasiblePair(n 1,n o) returns true. If the pair is legal, then the
function AddPair(n ,n 5) extends the current partial solution by the pair (n 1, n3). Now if the
current state s is not a leaf of the search tree, it copies itself through the function CloneState(n,n’),
and the new state is immediately checked. After the new state has been analyzed, a backtrack
function is invoked which restores the common subgraph to the previous state. Now the algorithm
chooses a different state. Whenever a branch is chosen, it will be followed as deeply as possible
in the search tree until a leaf is reached. It is noteworthy that every branch of the search tree has
to be followed, because, except for trivial examples, it is not possible to predict if a better solution
exists in a branch not yet explored. One should mention too, that whenever a state s is not useful
anymore, it will be removed from the memory with the function delete(s).

Now we calculate the worst case complexity for the McGregor algorithm. Let N; and Ny be
the number of vertices of the first and second graph and let N; < N,. In the worst case, if the
two graphs are completely connected with the same label on each vertex and the same label on
each edge, the number of states s examined by the algorithm is:

1 1

S:NQ!'(i(NQ—Nl)! +"'+7(N2—1)!)

(3.1)

which for the case of N; = N, reduces to the following approximation:

~e-N!
It is noteworthy that only O(NN;) space is necessary for the algorithm.

Another way to detect a MCS is using a clique based approach. The reduction of the search
for the MCS to the problem of finding a MC (maximal clique) in a graph is well known and often
applied. The first step of all clique based algorithms, is to build the modular product of the to
be compared graphs. The MCS can then be obtained by detecting the MC of the corresponding
modular product.
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Definition 9:

The modular product of two graphs G (V1, E1) and Gz (Va, E») is defined on the vertex set V; x V5
with two verticed (u;, v;) and (u;,v,) being adjacent whenever

(uq;,uj) € F, and (’U,’,Uj) € Fs or

(Ui,Uj) ¢ F; and ('Ui,’l)j) ¢ FEs

We now look in detail at a classical maximal clique based algorithm, also discussed in [BUNK 02]:

Algorithm 2 (Durand-Pasari):
function DurandPasari(vertex_list)
begin
level=length(vertex_list);
nullcount=numberOfNulls(vertex_list);
if(nullcount>=Dbestnullcount) then
return;
else if(level==maxlevel) then
save(vertex_list);
bestnullcount=nullcount;
else
P=collection of vertices(ni,ns) such that n;==level;
P=P | null_vertex;
P do foreach vin P
if (v is legal) then
DurandPasari(vertex_list + v)

end

The Durand-Pasari algorithm generates a list of vertices using a depth-first search on a search
tree, by systematically selecting one vertex at a time for successive levels, until it is not possible
to add further vertices. When a vertex is considered, the forward search part of the algorithm
first checks to see if this vertex is a legal vertex. It is considered legal if it is connected to every
other vertex already in the list. At each level, the choice of the vertices is limited to the ones
which correspond to pairs (n1,n2) whereas n; = level, such that it is ensured the search space
is actually a tree. If there is no legal vertex left, the algorithm inserts an always legal null vertex.
The algorithm next checks whether the current number of nulls in the list is smaller or equal to
the number of nulls in the best solution so far.

If N1 and N, are the number of vertices of the starting graphs, with N; < N, the algorithm
execution will require a maximum of V; levels. Since at each level the space requirement is con-
stant, the total space requirement of the algorithm is O(N;). To this space requirement the space
needed to represent the modular product must be added. In the worst case the modular product
is a complete graph of N; - N vertices, and the algorithm has to explore (N, + 1) vertices at level
1, N, at level 2, and up to (N2 — N; + 2) at level N;. If we multiply these numbers we obtain the
worst case number of states.

(N2 +1)!

S = (N2 + (V) o (No = Ny +2) = (o0

(3.2)
which for N; = N, reduces to O(N; - Nq!).

The problem the MCS algorithms have is their inability to correct the errors which can occur.
We provide an example in the next chapter.
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3.4 Graph Edit Distance

The graph edit distance is derived from the well known string edit distance. To be precise, a
string is nothing more than a specialised graph, with at most one incoming and one outgoing
edge per vertex. It seems clear, that since string edit distance is a specialised form of graph
edit distance, we have to add some more edit operations to the set of operations for string edit
distance to make it applicable on graphs. The advantage of graph edit distance is that it will
correct the errors. For example if we copy a graph and change the marking of one vertex, the
maximal common subgraph is one vertex smaller than the original graph. If we do the same with
graph edit distance, the difference between the two almost equal graphs is just the cost for the
exchanged marking. We have to define first the edit operations before we can go on with the
details of the theory.

Definition 10:
We define the edit operations as follows:

e Delete avertex: v — ;v eV

e Insertavertex: v «— v eV

Substitute a vertex marking: a — b;a,b € Ly
e Delete anedge e = (u,v):e »¢;e € E
e Insertanedge e = (u,v) : e« ¢€;e € E

e Substitute an edge marking: ¢ — d;c,d € Lg

With the operations defined, we need to define costs for each operation.The costs are used
to define how probable an operation is. There are two ways of finding out how expensive an
operation should be: One can either let the computer learn the costs, which will consume a lot
of computing power or one has to start with your own costs based on heuristics and adapt them
after each run through the test set until the results are acceptable.

Definition 11:
We define costs with the cost function ¢(...). The general costs are:

!
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The cost of a order of edit operations S = s1, s9,..., s, is defined as:

e(S) =" e(si).

Note that in general, the cost of a vertex deletion or insertion is independent of the vertex. Itis a
direct function of the marking. The same applies to edges.

The more markings a vertex has, the more costs one has to define. With the costs and the
operations defined, we are now able to define the graph edit distance:
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Definition 12:
The graph edit distance d(G1, G2) between two graphs G; and G is defined as follows:
d(G1,G2) = min{ ¢(S)|S is a sequence of edit operations for the translation of G; to G5 }

Lemma 1:
The graph edit distance d(G1, G2) is a metric if and only if the following hold:
1. ¢(s) > 0 for all edit operations
. ¢(s) = 0if and only if s is an identical vertex or edge substitution

(
2. ¢(s)
3. ¢(s)
4. c(s)

¢(s~1) for all edit operations s, where s~1 is the inverse edit operation of s.

o
IA

s) <e(s)+c(s") if s =5 os”, where s = s’ o s” is the concatenation of s’ and s”

o : 0 if sis a vertex deletion
Ifitis defined that (s) = oo for all other not identical edit operations
then holds d(G1,G2) =0 — G1 C G,

Now the computation of a subgraph isomorphism can be seen as a special case of the computa-
tion of the edit distance. It follows that there cannot exist an algorithm with polynomial complexity
for the computation of d(G1, Gs).

For the real computation of the graph edit distance, one can use a classical tree search algo-
rithm. There are three different search strategies for a tree search: breadth-first, depth-first and
Ax. Breadth-first finds the optimal match, but has an exponential space-complexity and time-
complexity. Depth-first has only a space-complexity of O(bd), but the time-complexity is still ex-
ponential and due to its design, the Depth-first strategy may miss the optimal solution in large
search trees, even if it is located in close vicinity to the starting point. The Ax strategy is a gen-
eralisation of the breadth-first strategy with an heuristic function ordering the current candidates
and therefore it has the same worst case time- and space-complexity like breadth-first.

Now we look at the complexity of the graph edit distance in detail. Note that we only show the
worst case of the computation. The worst case would be if all vertices are identical and connected
to all others with edges. Since now all vertices are indistinguishable, we have to compare each
vertex with all the other vertices and consider the deletion/ insertion of a vertex. For a worst case
we compare two identical graphs with njvertices, ny vertices respectively n; + 1 cases in the first
of ny steps and already n, times n; plus n; + 1 in the second step. If we follow this to the end we
can conclude that the worst case time-complexity of the graph edit distance is

O(n) = m™ (3.3)

This is the price we have to pay for having an error correcting algorithm. Note that in practical
implementations many optimisations are applied. For example we can take the lowest distance
between graphs as an upper limit. As soon as the current distance is bigger than the shortest
distance so far, we do not have to follow the branch to the end. This already reduces the search
tree drastically and is easy to implement. Other optimisation approaches would be doing some
sort of precalculation, using an approximate graph edit distance for hints of the best matches or
implementing a rule of structure conserving.

3.5 Other Approaches

In this section, we outline other approaches to solving the problem of graph recognition which we
identify but did not take into consideration in this work. We describe briefly each idea we have
studied.
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We divide all algorithms in two different classes: the exact ones and the approximate ones. In
this document we have already discussed two kinds of exact algorithms, namely the McGregor,
an exact backtracking algorithm, and the Durand-Pasari, an exact clique-based algorithm. There
is another kind of exact algorithms not yet discussed. These are called dynamic programming,
and based on the technique with the same name. There was only one example of this kind of
algorithm in the literature: the one from Akutsu. It is relatively easy to implement, and the most
interesting aspect is: We can compute a MCS in polynomial time. Unfortunately this solution
[AKUT 93] can only be applied to a special case of graphs. The algorithm works only on graphs
which are "almost trees of bounded degree”. Such a tree is a graph G in which the equation
|E(B)| < |V(B)| + K holds for every biconnected component B of G, where K is a constant.
A biconnected component can be defined as a maximal edge induced subgraph in a connected
graph such that the subgraph cannot be disconnected by eliminating a vertex. Since we planned
to apply graph pattern recognition on very dense graphs, which were neither almost trees nor
trees, the algorithm was not applicable, but nevertheless worth mentioning since dynamic pro-
gramming represents a rather new solution attempt for this kind of problems.

Having outlined briefly these exact algorithms, we enter the field of dozens of approximates. We
can also divide these in different categories: Genetic-algorithm based, combinatorial optimisa-
tion or ad hoc. The approximate algorithms try to solve NP-complete problems within reasonable
time. One limitation of these algorithms is, just as the name indicates, that there is no guarantee
that they will find a MCS close in size and composition to the real MCS. However since our graphs
are rather big in terms of graph pattern matching, we checked approximate class of algorithms
for its usability to solve the graph recognition problem.

We have to admit that there exist dozens of approximate algorithms, they are often made specif-
ically for a given problem, making their general usefullness for other application fields rather
limited. This means if we try to apply one of these kinds of approximate algorithm on our prob-
lem, we have to write our own algorithms to get useful results.

Genetic algorithms are one class of algorithms frequently used for maximizing or minimizing
a specified objective function. They work basically on the theory of Darwin, namely that only
the fittest will survive, which also holds in the graph pattern recognition, if we think of fitting the
real MCS. We first generate a population of candidates and a fitness function, then we let nature
have its way. In the terminology of computer science, that means we apply randomly crossover
and mutation operators on the population. Crossover can be described as a randomly mixing of
two candidates, which generates a sibling that might fit better, and mutation is simply changing
randomly a few properties of the original candidate. Note that we do not yet delete the parents, or
the original candidate. Afterwards we apply a fitting function on the new population and remove
the unfittest. The threshold is dependent on the application. If we do this a few times in a row, we
get a good approximation of the real MCS. An interesting way to adapt genetic algorithms to the
field of pattern matching can be found in the paper of Wang [WANG 97].

Combinatorial optimisation algorithms are basically just problem adapted algorithms, which rule
out the impossible matchings. As an example we briefly discuss the 2 DOM algorithm of Nobuo
Funabiki and Junji Kitamichi, a 2 stage combinatorial optimization algorithm.The first stage is a
greedy heuristic method in order to produce a feasible initial solution with an acceptable quality
in short time. The second stage consists of a random discrete descent method which iteratively
minimizes the number of unmatched edges by visiting a neighbour state from the current state
while keeping the feasibility. According to their paper [EUNA 99], the algorithm is fast and pro-
vides a high solution quality. However as we were looking for an algorithm which provides better
results, we did not use it.

Ad hoc algorithms are algorithms designed for a specific problem, which makes them inappli-
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cable to other graph matching problems than the ones they were designed for. This is one of the
reasons why we have so many approximate algorithms around, the list of the ad hoc algorithms
is big, and often the inventor did not understand that he designed a new ad hoc algorithm for a
graph matching problem.

3.6 Clustering

Equipped with the theory to compute the MCS and the graph edit distance, we are able to find
out how similar two graphs are, which works well if we look for patterns in software systems.
But we have to be able to find new patterns as well, and to find these, we have to compute the
distance of each graph to each other graph, and then to cluster the results. Of course we can not
apply the classical clustering algorithms for statistical pattern recognition, since they demand a
vector with a constant length, and the graphs can vary in size. However we can apply hierarchical
clustering. The idea of this kind of clustering is actually quite simple: Each graph will be put into
a cluster of its own, such that if we have twelve graphs, we now have twelve clusters. Then we
compute a distance matrix of the clusters, resulting in a twelve times twelve matrix. Having the
distance matrix ready, we now merge the two clusters with the shortest distance, resulting in a
eleven times eleven matrix. The merged cluster needs to update its distance values. For each
distance value we have to take either each time the smallest of the two original, or the biggest, or
the average value. We cluster a distance matrix using the minimal values, or the maximal values
or the average values. This procedure has to be repeated until there is only one cluster left. This
last cluster unfolds in a hierarchy which we can draw as a dendogram. In our dendograms we
give each cluster a number which indicates how similar the graphs are. A low number means that
the graphs are almost identical, whereas a high number means that the graphs in it do not have a
lot in common, compared to the other clusters. In Figure [3.3]we provide an illustration of a small
dendogram.

el Ml

Figure 3.3: Example of dendogram: the shorter the distance between the numbers, the more
similar they are

3.7 Conclusion

In this chapter we outlined the theory related to graph pattern recognition. We first defined graphs,
then isomorphism between graphs or subgraphs. Later we discussed the inner workings of two
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maximal common subgraph algorithms and graph edit distance. The final part of the chapter
discusses different approaches to solve graph pattern recognition and clustering. With all the
necessary parts of graph pattern recognition defined and described, we are ready to go on to the
next chapter and apply these theories to the class blueprints.
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Chapter 4

Applying Pattern Recognition in
Reverse Engineering

4.1 Introduction

In this chapter we discuss how we applied the theories of graph pattern recognition and clus-
tering to the problem of recognizing class patterns using class blueprints. First we explain what
problems arise while trying to find a suitable solution, and how we tried to solve them. Then we
discuss in detail how we adapted some of the algorithms, and how they performed compared to
each other. The first adapted algorithm is based on the Durand-Pasari but with emphasis on the
edges, such that it will find the maximal set of independent edges. The definition of an indepen-
dent edge is discussed in the section of the MaxIndEdge algorithm, as well as its advantages and
drawbacks. Next we present an ad hoc algorithm for finding the MCS between two blueprints.
It may be ad hoc but the idea is useful for other cases of finding an approximate MCS, if we
require an algorithm with emphasis on finding specific nodes. It is based on the idea of graph edit
distance and was actually our basis of our first approach. The final part of this chapter includes
an evaluation of the four algorithms implemented.

4.2 Adapting Pattern Recognition to Class Blueprints

Our first step is to define a graph model which is not as memory consuming as the model in
Moose. The Moose model was overloaded with unnecessary information and manipulating the
internal data is not very easy. However, when we used this model directly, it did not even provide
a solution for small cases. We had to reduce the information stored in the original model to the
amount we really needed. The resulting graph model consists of a node with four markings, a
numeral one named “lines of code”, and three symbolic ones, “type”, “class instance” and “be-
longs to layer”. The marking “lines of code” stores the number of lines of code of a method, or in
the case of an attribute simply the number “1”. Such a node has a type as well. There are eight
different types for methods, and one type for attributes. As an additional marking we have also
included a boolean marking for whether this specific node has been found in the class part of the
blueprint or in the instance part. The last marking consists of five values, one for each layer, and
it specifies in which layer the given node has been found. For the edges there were no markings
necessary. We first believed there would be a need for a marking to define whether the edge
is an access edge or an invocation edge, but since this is already defined by the two nodes the
edge connects, the marking for the edges has been considered redundant. We then applied the
theory and algorithms of graph pattern matching on this graph model.

There are a few issues concerning the combination of class blueprints and pattern recognition.
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One of the main issues is size dependence. A class may be huge or small, and still have a similar
class profile, and uses, in a software system. Since the distance of two graphs is computed using
the maximal number of nodes in the MCS, divided by size of the bigger graph, it is much harder
to find size-independent class patterns with MCS algorithms. We have tried to solve this using a
“discount” function in combination with graph edit distance based algorithms, such that reoccur-
ring subpatterns are becoming cheaper each time they are found in a class, however the results
were not satisfying. The other problem is that the orignal measure based on the number of nodes
does not work with the kinds of class patterns we have to recognize. Many patterns consist of a
few single nodes with a few edges, and having the same just without the edges should not lead
to the same result. The solution was a measure combining the number of nodes and the number
of edges.

4.2.1 A Measure Combining Number of Edges and Nodes

The first attempt to design a measure which includes the number of edges and nodes failed. Not
because it broke any axioms for being a metric but the way it was designed,

numberO fmcsNodes =~ numberO fmesEdges 4.1)

1—(
did not take into account whether there was only one edge or dozens. The next thing we tried
was to treat nodes and edges as equals, such that a graph has distance zero to another graph if
and only if their MCS has the same amount of nodes and edges as the original graph.

numberO fmaxNodes =~ numberO fmaxEdges

Definition 13:
The distance between two class graphs is:

mecsNodes + mesEdges

B maz(nodesGraphl, nodesGraph2) + maz(edgesGraphl, edgesGraph2)
(4.2)

d(Graphy, Graphs) = 1

We now show that this distance measure is indeed a metric:

Lemma 2:
d(Graphy, Graphs) is a metric if and only if the following axioms hold:

1. d(Graphy, Graphs) > 0

2. d(Graphy, Graphy) =0

3. if d(Graphy, Graphs) = 0 then V(Graph) = V(Graphs) and E(Graph,) = E(Graphs)
4. d(Graphy,Graphs) = d(Graphsy, Graphi)

5

. d(Graphy,Graphy) < d(Graphy, Graphs) + d(Graphs, Graphs)

For the proof see Appendix|Al We used it for our algorithms and this metric gives us really useful
results. We show some examples as illustration of how well it worked in Chapter 5
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4.3 Adapted Algorithms

In this section we describe our adaptations to the algorithms, and what adaptation we applied to
get results which we could use in combination with our new metric and the hierarchical clustering.
The changes to graph edit distance and Durand-Pasari are relatively small, such that their results
are still the same.

4.3.1 Graph Edit Distance Algorithm

We implemented the graph edit distance in combination with a depth first tree search algorithm.
As a lower bound we used the shortest distance found so far, and the order of the candidates
is sorted by how similar they were to the node we look for. The similarity is defined by a node
edit distance measure. Those two improvements made the algorithm faster. However, as we will
show inf4.7} it wasn'’t fast enough to cope with blueprint graphs. Nevertheless we were able to get
some good values for the costs using a few rounds of trial and error and some weeks computing,

which we will present in Tables and

To make graph edit distance work we have to define markings first. A marking is a set of val-
ues added to a node or an edge, such that we are able to distinguish the edges with different
properties. The markings of our model consists of nine different types and a void type, if the type
does not matter, two different class instance values and five layer locations, an additional layer 6,
if the location of the method may be either be layer 2 or layer 3 and a layer 0, if the location of the
method does not matter. These additional “do not care” markings were necessary to make the
graph edit distance capable of detecting specific patterns, which sometimes are too general for
being found with the normal markings.

1. type values: abstract, attribute, constant, delegater, normal, overrider, reader, supersender,
void, writer

2. layer values: 1,2,3,4,5,6,0
3. class instance values: true, false

If we add up these values, we see that we can transform this markings into a single one with 140
different values.

Table lists the type exchange cost we use for the graph edit distance algorithms. From the
table it is clear that, in comparision with the exchange of delegater and other method types, the
costs are rather cheap. The delegater is expensive because high costs lead to a better recog-
nition of some of the given patterns. Such an exchange has to be expensive since a method
delegate is rarely changed to something else, unlike supersender or overrider, a change from a
delegating method to a normal one is a very fundamental change in the inner workings of a class.

41



42 CHAPTER 4. APPLYING PATTERN RECOGNITION IN REVERSE ENGINEERING

from type to type cost from type to type cost
abstract void 0 constant delegater 5
attribute void 0 constant normal 2
constant void 0 constant overrider 2
delegater void 0 constant reader 00
normal void 0 constant supersender 2
overrider void 0 constant writer 00
reader void 0 delegater delegater 0
supersender void 0 delegater normal 5
void writer 0 delegater overrider 5
abstract abstract 0 delegater reader 00

abstract attribute 00 delegater supersender | 2.5
abstract constant 2.5 delegater writer 00
abstract delegater 5 normal normal 0
abstract normal 25 normal overrider 2
abstract overrider 1 normal reader 00
abstract reader 00 normal supersender 2
abstract supersender | 2.5 normal writer 00
abstract writer e) overrider overrider 0
attribute attribute 0 overrider reader 00
attribute constant 00 overrider supersender 2
attribute delegater 00 overrider writer 00
attribute normal 00 reader reader 0
attribute overrider 00 reader supersender | oo
attribute reader 00 reader writer 1
attribute supersender | oo supersender | supersender | O
attribute writer 00 supersender writer 00
constant constant 0 writer writer 0

Table 4.1: Costs for type exchanges

Type of Change Cost
Insert Edge 1
Delete Edge 1

Change Class Instance | 20

Table 4.2: Costs for lines of code changes, edge changes and class instance changes in one
table
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from Layer | to Layer | Cost || from Layer | to Layer | Cost
layerQ layerQ 0 layerl layer5 0
layerO layerl 10 layerl layer6 30
layerQ layer2 10 layer2 layer2 0
layerO layer3 10 layer2 layer3 5
layerQ layer4 10 layer2 layer4 00
layerO layer5 10 layer2 layer5 00
layerQ layer6 10 layer2 layer6 0
layerl layerl 0 layer3 layer3 0
layerl layer2 30 layer3 layerd 00
layerl layer3 30 layer3 layer5 00
layerl layerd 00 layerd layerd 0
layerl layer5 00 layer4 layer5 00
layerl layerl 0 layerd layer6 00
layerl layer2 30 layer5 layer5 0
layerl layer3 30 layer5 layer6 00
layerl layerd 00 layer6 layer6 0

Table 4.3: Costs for layer exchanges

The cost of a layer change is of course much higher than the costs of type changes. A change of
position from the initialisation layer (layerl) to the implementation layer (layer3) is a big change in
the design of a class, thus it is very expensive.

With the last costs stated, we have everything we need to let the graph edit distance algorithms
run on the class systems we chose as a testbed for our algorithms.

4.3.2 Durand-Pasari Algorithm

The Durand-Pasari proved to be the fastest algorithm when we apply it to rather dense graphs.
However, our goal is to have a maximal common subgraph where the number of edges and the
number of nodes are maximal, not just the nodes. This leads to the following adaptation of the
Durand - Pasari:

Algorithm 3 (Adapted Durand-Pasari):
function AdaptedDurandPasari(vertex_list)
begin
level=length(vertex_list);
nullcount=numberOfNulls(vertex_list);
if(nullcount>=bestnullcount) then
return;
else if(level==maxlevel) and (currentNumberOfEdges< maxNumberOfEdges) then
save(vertex_list);
bestnullcount=nullcount; currentNumberOfEdges< maxNumberOfEdges;
else
P=collection of vertices(n,ns) such that n;==level;
P=P | null_vertex;
P do foreach vin P
if (v is legal) then
AdaptedDurandPasari(vertex_list + v)
end
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This small adaptation improves the results, and in many cases returns as a result a MCS which
meets our expectations exactly. In combination with a heuristic ordering, based again on a node
edit distance, we improve the speed of the algorithm compared to the original one. Another
attempt to let the Durand-Pasari run on the line graph of a blueprint fails, mainly because it
generated far too many incident edges. As a result of taking the Durand-Pasari into this direction,
we developed the MaxIndEdge algorithm, which is basically a heavily modified Durand-Pasari.

4.4 New Algorithms

In this section we present our new algorithms, which we intend to ease the problem of the time
complexity of the graph pattern matching algorithms. Of course these algorithms are faster,
however we paid a price for the speed we gained. Star2Star is an approximation of the graph
edit distance which often gives the same results, but not consistently and not often enough to
be considered suitable for finding the blueprint patterns defined in [LANZ 03]. It is quite useful
to do a quick scan of a big software system to reduce the number of input classes for the more
exact algorithms. MaxIndEdge is an algorithm designed to find the maximal edge subgraph of
two subgraphs. Its creation was logical because in the case of blueprint patterns there are not
often totally identical edges. This algorithm is much faster than the Durand-Pasari or the graph
edit distance when applied on our problem domain. A complete evaluation was not possible
because of the size of the interesting graphs and the time complexity of the exact algorithms.
Although we never found an example where the results between the adpated Durand-Pasari and
the MaxIndEdge were different, we cannot prove that this is always the case.
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4.4.1 Star2Star Algorithm

This approximate algorithm is based on a very simple idea: A graph is nothing more than a
collection of nodes, which are “decorated” with incoming and outgoing edges. We refer to a node
with its incoming and outgoing edges as a “star”. Now all we have to do is to find the best match
for a star in one graph with a star in another graph, and thus we achieve a quick and fairly good
approximation of graph edit distance.

Algorithm 4 (Star2Star):
function Star2Star(vertex_listA, vertex_listB)
begin
nodedistances=matrix[vertex_listA size][vertex_listB size];
while(i<(vertex_list site))
while(j<(vertex_list site))
nodedistances]i][j]l=nodeeditdistance(vertex_listA[i],vertex_listB[j]);
end
end
cost=0.0
candidateindex=0
while((matrix[0] length) == 0)
candidateindex=calculateCandidate(matrix)
tempcost=getCostForindex(candidateindex, vertex_ListA, vertex_ListB)
insertcost=(NodeEditDistance(nil, (vertex_ListA[1]))
+(NodeEditDistance(nil,(vertex_ListB[candidateindex first]))
if(tempcost>insertcost)
tempcost=insertcost
removeFirstRow(matrix)
else
removeRowAndColumnFrom(matrix, 1, candidateindex)
removeFrom(vertex_ListA,1)
removeFrom(vertex_ListB,candidateindex)
cost=cost+tempcost.
end
cost=cost+calculatelnsertCost()
return cost
end

Algorithm 5 (calculateCandidate):
function calculateCandidate(matrix)
tempcandidatelist=new List
for(i=1,i<(matrix length),i++)
tempcandidatelist add(calculateColumnValue(i))
end
Sort(tempcandidatelist, (a[1]<b[1]))
return (tempcandidatelist[0])[0]
end
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Algorithm 6 (calculateColumnValue):
function calculateColumnValue(index)
tempvalue=new List
tempcolumn=getColumn(matrix, index)
for(i=2,i<(tempcolumn length),i++)
if((tempvalue length)==0)
add(tempvalue, i)
add(tempvalue, tempcolumn(i]
else
if(tempvalue[1]>tempcolumn[index]
tempvalue=new List
add(tempvalue, i)
add(tempvalue, tempcolumnli]
end
minvalue=new List
if((tempvalue length)==0)
add(minvalue,1)
add(minvalue,tempcolumn[0]
else
add(minvalue,tempvalue[0])
add(minvalue,(tempcolumn[0]-tempvalue[1]))
return minvalue
end

We can see that this algorithm does not use recursion. Although this may be good in terms
of computing speed, since the worst case efficiency is O(n) = n3, it is bad for the precision of
the results. For getting the NP-complete problem of graph edit distance into the P-computability,
we had to make some assumptions. This means that the algorithm usually finds the shortest
edit distance between two graphs, but not always. In fact the algorithm works for clustering, but
fails if we use it to find given class patterns in a blueprint. We cannot conclude that this is a
problem of the algorithm, or it is due to a general incompatibilty problem. A test run with graph
edit distance had to be aborted after two weeks and as a result we did not proceed further with
our investigations.

4.4.2 MaxIndEdge Algorithm

This algorithm was born out of the fact that using a line graph with the Durand-Pasari failed.
The reason for the failure is that the number of edges, in the case of line graphs the incident
edges, to be considered are high and that there is no such thing as a easy way to determine
whether adding the edge to the result set is legal or not. The algorithm we propose here is
almost a Durand-Pasari, without edge checking, but with rules to determine whether an edge is
legal or not. Furthermore, it removes the unconnected nodes, checks for the maximal common
edge subgraph (MCES), and then adds the nodes again and applies a matching algorithm for the
nodes not part of the MCES.
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Algorithm 7 (MaxIndEdge):
function MaxIndEdge(vertex_list,edge._list)
begin

level=length(edge_list);

nullcount=numberOfNulls(edge_list);

if(nullcount=bestnullcount) and (size(vertex_list<maxsize) then
return;

if(nullcount>bestnullcount) then
return;

else if(level==maxlevel) then
save(edge._list);
save(vertex_list);
maxsize=size(vertex_list);
bestnullcount=nullcount;

else
P=collection of edges(ni,n;) such that n;==level,
P=P | null_edge;
P do foreach e in P

if (e is legal(vertex_list)) then
MaxIndEdge(vertex_list | J verticesof(e), edges_list + e)
end

We see that the algorithm is indeed very similar to the Durand-Pasari. It just features two lists
instead of one, and the legality of edges and vertices has changed. An edge is considered legal
if and only if the two vertices it connects are legal. A vertex is legal if after its addition to the
vertex list, the list is still a bijective mapping. The time complexity for the worst case is the same
as Durand Pasari, but because we change the focus from vertices to edges, and edges are in
blueprints rarely exactly the same, it is a lot faster and as precise as the original algorithm. In fact
we did not encounter any differences in any of the testruns conducted, but we cannot conclusively
prove that the results are always be the same.

4.5 Defining Prototypes for Blueprint Patterns

One of the major challenges we face is how to define prototypes which represented the various
blueprint patterns. In fact we cannot train or apply a MCS algorithm on a set of samples for a
pattern, because we do not have enough samples for the specific patterns. Instead we define
the prototypes using a trial and error method, which proves to be quite time consuming, but still
faster than looking for examples in the open source software systems. The procedure is quite
simple: for each class blueprint pattern defined in [LANz 03], we identify the properties of a class
it must have to feature a specific pattern. As a result we can use the graph pattern matching
algorithms to find patterns in a class blueprint based on those prototypes defined by trial and
error. Clearly the results are only as reliable as the prototypes and do not always lead to good
results. The procedure of finding given patterns in a set of class blueprints works now quite
simply: we calculate the MCS for each of the prototypes of the graph to be tested. For each
pattern and its given prototype graph, we define a threshold, whose value depends on whether
we have an invocation pattern or a node pattern. If the given pattern is definately in the class
blueprint we obtain a value of 1.0, if it is not in the class blueprint, we obtain a value of 0.0. Since
we have prototypes based mainly on nodes and not invocations, we have to adapt the threshold
sometimes to get good results. Mainly the Adder pattern is often too restrictive and often misses
even a typical example for an Adder. For a reference we list in [4.5 for each pattern the threshold
when it can be considered to be in the given blueprint graph.
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Pattern Threshold
Size Not Applicable
No. Method Clumps 1

AdderExtender 0.4
AdderNormal 0.6
AdderOverrider 0.4
AllState 1.0
AllStateClean 1.0
ConstantDefiner 0.8
DataStorage 1.0
Delegater 0.8
Funnel 1.0
Interface 0.8
MicroSpecialExtender 1.0
MicroSpecialOverrider 1.0
SharingEntries 1.0
SingleEntry 1.0
Singleton 1.0
StructuredFlow 1.0
ThreeLayers 1.0
Widelnterface 0.8

A listing of the probability of finding a pattern in a class is what we refer to a class profile. It
is almost like a fingerpint of the class, and similar class profiles suggests that the classes have
similar functions and capabilities.

4.6 Choosing the Right Hierarchical Clustering Strategy

There are three ways of computing a hierarchical clustering: named as single link, average link
and complete link. In single link strategy the inner distance of a future cluster is defined as the
distance between the two closest points of a cluster, in complete link it is defined as the distance
between the two farthest points and in average link it is the calculated average distance of the
points. As we can choose three different strategies for the hierarchical clustering, we have to find
out, which one yields the best results. Based on a small experiment we concluded that single
link gave us a too “deep” clustering, resulting in clusters which contain many different blueprints
patterns. The maximal common subgraph of those clusters is often composed of only one or two
edges. If we use complete link as strategy, we receive a too “swallow” clustering. By “swallow”
clustering we mean that the clusters contain only one specialised version of one pattern. This
approach has been proven to be too size dependent, which is a factor we want to avoid. We
concluded that average linke strategy is the right strategy to apply in our specfic case. Indeed,
average link has been used as strategy since these tests and the clusterings give as result ex-
actly what we expected initially.

4.7 Comparing the four Implemented Algorithms

Now that we have identified these four algorithms, we are faced with the task of finding out which
one is best suited to recognizing unknown blueprint patterns. We have to consider how much time
an algorithm consumes, as well as how good the results are. An additional source of complexitiy
is due to the fact that there is no way of directly comparing the results of a graph edit distance
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based algorithm and with those generated by MCS algorithms. The reason lies in the difference
of the appearance of the results. With graph edit distance, we receive as a result a number
between 0 and oco. If we scale this result to the interval of 0.0 to 1.0 the values of a graph edit dis-
tance and a MCS algorithm are still not identical. So what we had to do is choose a pairing of two
graphs and calculate the MCS and the graph distance by hand. It is frustrating if the programmer
is faster than the program at finding the MCS or the edit costs, but in defence of the entire field
of graph pattern matching, we have to say that, firstly a manual approach is subject to human
error and secondly that humans have the ability to actually see the entire graph, whereas the
automatic apporach based on our chosen algorithms only considers one vertex at a time, without
any information about the neighbours of a vertex, or even the neighbours of the neigbours of a
vertex. Of course this assumption that humans are faster holds only for small graphs, where you
still can see the graph at with one glance, without taking it apart. The blueprints we have chosen
for this test are HierarchicalClustering, ProfilChecker and Graphimporter Figure Those are
classes from the ClassProfiler, our tool, itself.
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Figure 4.1: From left to right:HierarchicalClustering, ProfileChecker,Graphimporter.

If you check ProfileChecker and Graphimporter for common vertices and edges, you see that
they have exactly six vertices and 4 edges in common, which gives us as a result a value of
1— % or as a rounded decimal number 0.827586.

The Star2Star incorporates a heuristic to reduce the size dependence, and yields therefore a
different clustering. The three other algorithms produce all the same clustering.
This small comparison is not fully reliable, it is at most a hint that we are on the right track with
our chosen algorithm. Doing this with larger graphs, where the differences matter even more,
is not possible due to the time complexity of the graph edit distance and Durand-Pasari and the
complexity finding the edit distance and the MCS of bigger graphs for humans.

Algorithm Computing Time in Seconds
Graph Edit Distance 2990
Durand Pasari Adapted 1779
MaxIndEdge 0.281
Star2Star 0.041

Table 4.4: Computing Time Of The Different Algorithms Compared

As for the speed, even with those small classes we already see huge differences between the al-
gorithms in Table 4.4} Of course the results for the speed correspond with our expectations, with
the Star2Star being the fastest, but also the most unreliable one, and MaxIindEdge coming in sec-
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ond with good precision. The adapted Durand-Pasari and the Graph Edit Distance offers a high
level of precision, but the time needed for their computation is almost unbearable for blueprints,
where we have to deal with classes conatining up to 100 methods or more. It is interesting to
note that the distance matrices of Durand Pasari and MaxIndEdge are identical, as we show in
Table 4.5

0.0 0.816326 | 0.827586 0.0 0.816326 | 0.827586
0.816326 0.0 0.689655 || 0.816326 0.0 0.689655
0.827586 | 0.689655 0.0 0.827586 | 0.689655 0.0

Table 4.5: A comparison between the matrix generated for the Durand Pasari (left) and the
MaxIndEdge (right).

4.8 Conclusion

In this chapter we outline our own metric for blueprints and we prove that it is indeed a metric.
Additionally we show how we adapt the given algorithms to the problem of finding a maximal
common subgraph in blueprints and finding the edit distance between graphs, including our costs
for the exchange of markings of the vertices and edges. We describe our own, partly modified
existing, partly invented, algorithms. Finally we present a comparison between the 3 graphs and
explain why we chose the MaxIindEdge as algorithm best suited for the job.

Because the patterns we have to detect automatically consist sometimes of pure vertices or pure
edges pattern, we have to invent a metric which can be applied on both situations, and even
mixed ones, otherwise we would not be able to find new patterns using clustering techniques.
The adaptation of the graph edit distance algorithms and Durand-Pasari are also necessary to
allow the use of mixed patterns in our research.

The Star2Star algorithm may prove to be useful for other applications in which a quick screening
for graph edit distances is needed, or as a pre stage for the normal graph edit distance, such
that we can exclude certain branches of the search tree. MaxindEdge can be used for other
applications as well, where we have detailed edges. The focus on edges instead of vertices can
in certain situations (for example comparing two dense graphs with all vertices being identical) be
slower than the original algorithms, but such a situation is rare. Furthermore you can, by adding
an edge for each edge in the opposite direction, make the MaxindEdge algorithm even suitable
for undirected graphs, at the expense of speed.
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Chapter 5

Case Studies

5.1 Introduction

In this chapter we present the results we obtain by applying the maxindedge algorithm from Chapter
on our case studies. Due to the volume of data we generate, we limit this description to a few
examples for each case study in this chapter, the generated data can be found in the appendix.
The next part of this chapter is a short explanation of how we conducted the case studies and we
show some specifications of our test machine. We begin our discussion with the class profiles of
SmallWiki version 1.303, and then a cluster example of the same software system. Afterwards we
proceed to Moose version 2.84 and analyse it for clusters and class profile. We also analyse Jun,
a framework for 3D graphics for VisualWorks, version 565 for class profiles, but since the class
profile list generated a large amount of data, we did not include it in the appendix of the thesis. It
is infeasible to calculate the clustering of Jun, because best case estimations show that we would
need at least 200 days for a clustering of Jun, which is out of scope of this thesis. However, the
data of the two smaller software systems is enough to fill dozens of tables and prove that our
algorithm work.

5.2 Case studies in a nutshell

We use the term case study to refer to an example application, a student project or an open
source system, to which we apply our analysis technique and generate results which we subse-
quently evaluate and interpret. In the appendix we provide the dendogram for each clustering
and the class profile tables for Moose and Smallwiki. The numbers for each pattern in a class
profile represent the probability for a class to have this specific pattern, where a 1.0 means that it
features such a class profile, a 0.0 means that this pattern does not feature in the class. A case
study is thus a collection of tables, with values of the probability for each pattern to be found in
any of the classes and a dendogram. We also show the time it took to calculate the clustering and
class profiles. All calculations are performed on a Intel Pentium 4 “Northwood” 2.4 Ghz, running
at 2.52 Ghz with 1 Gbyte ram. The operating system is a linux distribution with kernel version
2.6.3, recompiled and adapted to the task to achieve maximal performance.
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5.3 Case study 1 - SmallWiki

As an initial case study we choose a SmallWiki, a collaborative content management system
written in Smalltalk, developed at the University of Berne. The advantage of choosing Smallwiki
is that it is relatively small and its development was carried out by two developers. This results in
a homogenous system with consistent use of coding conventions and programming styles. Since
we cannot show you for each of the classes the class profile, we incorporated the class profiles
into the clustering for this case study. We will outline the complete clustering in the appendix
To illustrate the system complexity of SmallWiki, we have also included an overview of the
software system Figure Now let us have a look at some of the clusters found in SmallWiki
version 1.303.

W~ _|" MET ]

Figure 5.1: The main part of smallwiki: On top the metaclass hierarchy, below the class hierarchy.
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SmallWiki 1.303 Cluster 40

In Figure we illustrate cluster 40, which is a cluster of similar subclasses. They consists
mainly of an extending method in the init layer, an overriding method in the public implementation
layer and some getters and setters and attributes. The two single ConstantDefiner are the meta
classes of two subclasses below.
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Figure 5.2: Cluster 40 in the Smallwiki 1.303 Clustering. From left to right: FifoCache, meta-
class of TemplateBodyW3C, metaclass of TemplateBodySearch, TemplateBody. Below Template-
Body:TemplateBodyW3C and TemplateBodySearch
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As an additional proof of similarity, a listing of the found class profiles for cluster 40 in Table 5.1]

Class name (|#TemplateBody|)(|#FifoCache|)(|#TemplateBodyW3C|)(|#TemplateBodySearch|)
Size Pattern "Normal’ ‘Normal’ 'Normal’ 'Normal’
No. Method Clumps 0’ 0’ 0’ 0’
AdderExtender 0.0 0.111111 0.111111 0.111111
AdderNormal 0.111111 0.0 0.0 0.0
AdderOverrider 0.222222 0.111111 0.111111 0.111111
AllStatel 0.0 0.0 0.0 0.0
AllState2 0.0 0.333333 0.0 0.0
AllState3 0.0 0.333333 0.0 0.0
AllStateCleanl 0.666667 0.666667 1.0 1.0
AllStateClean2 0.0 0.0 0.0 0.0
AllStateClean3 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0
DataStorage 0.666667 0.666667 1.0 1.0
Delegater 0.0 0.0 0.0 0.0
Funnel 0.0 0.2 0.0 0.0
Interface 0.333333 0.222222 0.222222 0.222222
MicroSpecialExtender 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0 0.0
SharingEntries4 0.6 0.2 0.333333 0.333333
SharingEntries5 0.0 0.2 0.0 0.0
SingleEntry 0.0 0.333333 0.0 0.0
Singleton 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0
ThreeLayers 1.0 1.0 1.0 1.0
Wide Interface 0.0 0.0 0.0 0.0

Table 5.1: SmallWiki 1.303 class profiles for cluster 40
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SmallWiki 1.303 Cluster 59

This is another cluster of subclasses. As we see in Figure they are quite similar to cluster
40, the previously shown cluster in Figure [5.2] except that they are bigger. Smallwiki has a lot of
subclasses and it is not surprising that many of the clusters consists are Extenders or Overriders.
This cluster also underlines the problem of the size dependence. Actually they should belong into
the same cluster as cluster 40.
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Figure 5.3: Cluster 59 in the Smallwiki 1.303 Clustering. From left to right: ExpiringCache,
Search, metaclass of Search, metaclass of TemplateHeadMeta, TemplateHeadMeta. They all
got a AllStateCleanl as a main pattern.

The found class profiles indicate that the classes got similarities. (Table [5.2).

Class name (I#ExpiringCache|)(|#Search|)(|#TemplateHeadMeta])
Size Pattern 'Normal’ 'Normal’ 'Normal’
No. Method Clumps 0’ 0’ 0’
AdderExtender 0.117647 0.0588235 0.0
AdderNormal 0.0 0.0588235 0.0
AdderOverrider 0.0588235 0.0588235 0.117647
AliStatel 0.0 0.0 0.0
AllState2 1.0 0.333333 0.0
AllState3 1.0 0.0 0.0
AllStateClean1 1.0 1.0 1.0
AllStateClean2 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0
DataStorage 0.8 0.8 1.0
Delegater 0.0 0.0 0.0
Funnel 0.25 0.125 0.25
Interface 0.176471 0.176471 0.117647
MicroSpecialExtender 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0
SharingEntries4 0.125 0.375 0.25
SharingEntries5 0.375 0.125 0.0
SingleEntry 0.333333 0.571429 0.5
Singleton 0.0 0.0 0.0
StructuredFlow 0.5 0.0 0.0
ThreeLayers 1.0 1.0 1.0
Wide Interface 0.0 0.0 0.0

Table 5.2: SmallWiki 1.303 class profiles for cluster 59
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SmallWiki 1.303 Cluster 66

This cluster in Figure [5.4] consists of toplevel classes, means they only inherit from Object and no
other class. The cluster number, 66 out of 93, which is rather low for such big classes, indicates
that they must have a lotin common. If we look at the classes in detail, we see that they all feature
the ThreeLayer pattern, and a similar public layer, almost an interface, and a lot of accessors and
attributes.
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Figure 5.4: Cluster 66 in the Smallwiki 1.303 clustering. From left to right: metaclasses of :
Response, Server, Request. Below the classes of: Response, Server and Request

We can see which similar patterns they feature if we look into the class profiles (Table [5.3) of
these classes.
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Class name
Size Pattern

(|#Server|)(|#Request|)(|#ExpiringCache])
ol

'Normal’

"Normal’

rmal’

No. Method Clumps 0’ 0’ 0’
AdderExtender 0.0 0.0 0.117647
AdderNormal 0.155556  0.30303 0.0
AdderOverrider 0.0 0.0 0.0588235
AllStatel 0.333333 0.0 0.0
AllState2 0.333333 0.4 1.0
AllState3 0.333333 0.4 1.0
AllStateCleanl 0.333333 0.0 1.0
AllStateClean2 0.0 0.333333 0.0
AliStateClean3 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0
DataStorage 0.366667  0.590909 0.8
Delegater 0.0 0.0 0.0
Funnel 0.125 0.125 0.25
Interface 0.177778 0.30303 0.176471
MicroSpecialExtender 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0
SharingEntries4 0.125 0.25 0.125
SharingEntries5 0.625 0.5 0.375
SingleEntry 0.0666667 0.454545 0.333333
Singleton 0.0 0.0 0.0
StructuredFlow 1.0 1.0 0.5
ThreeLayers 1.0 1.0 1.0
Wide Interface 0.0 0.0 0.0

Table 5.3: SmallWiki 1.303 class profiles for cluster 66

Applying our technique to SmallWiki does not yield many different results. This does not mean
that the developers of this system produced bad code, it is more an indication for the opposite
case. Because it is a small software system and has a lot of subclasses, many of the clusters
look almost all the same.

Obtaining all this data is time consuming. The clustering took 1 day, 4 hours and 30 minutes,
which is a long time for such a small software system. Due to our well chosen subgraphs for the
class profile matching, we could keep the speed of profiling of the classes on a low level: It takes
only 54 seconds. To make this case study complete, we have included all class profiles of all the
classes in SmallWiki 1.303 (See Appendix D).
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5.4 Case study 2 - Moose

The Moose reengineering system [Duca 00] is a base framework for our tool ClassProfiler and
of CodeCrawler, a language independent reverse engineering tool which combines metrics and
software visualization [LANZ |. Moose has been developed by many people and has been refac-
tored and extended during its lifetime. It consists of 193 classes, making it almost twice as big as
the SmallWiki software system. The computing time for the clustering was 3 days, 8 hours and
40 minutes, which is an increase of 283% compared to that of SmallWiki 1.303, whereas the size
of the class system increased only by 209%. This is an indication that there are bigger classes
in Moose than in SmallWiki. Profiling the 193 classes took 192 seconds, thus an average of 1
second per class. We assume that most of time is used for the 5 biggest classes in the system, if
you keep in mind that the algorithm has an exponential time complexity. Compared to SmallWiki
the profiling time rose by 355%.

We outline all the profiling results in the appendix [E] Our approach in the case of Moose is dif-
ferent to the one with SmallWiki. Moose is developped by more people than SmallWiki, making it
not so homogenous. Furthermore it has been refactored often and the programming styles have
changed over time. These facts suggest that there are many different clusters to find in Moose.
We also handle the concept of showing the class profiles differently. This time around we use the
examples of Chapter [2.3]to show that our ClassProfiler works as we expected it do to.

We have a lot of clusters to investigate, as you can see in appendix[C} Normally, one would just
browse the clustering using our tool ClassProfiler, and by selecting a cluster, we trigger Code-
Crawler to generate a visualization of it. This is not possible using paper as a media. Nevertheless
we present some examples of clusters in Moose version 2.84.

Moose 2.84 Cluster 95

This is one of the best examples of a DataStorage cluster (Figure [5.5) we have seen in Moose.
It consists of The core cluster around the three MOF classes (cluster 35), with the other being
added to that cluster one after another. MSEModelClassdescriptor and DetectionStrategy are
added to the cluster at the end.
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Figure 5.5: Cluster 95 in the Moose 2.84.Lanza.3 Clustering. From left to right: MSEModel-
ClassDescriptor, metaclass of MGSingleMetricFlawDetector, MOFAssociationEnd, MOFAssocia-
tion, MGSingleMetricFlawDetector, metaclass of DetectionStrategy, DetectionStrategy and MOF-
StructuralFeature
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Moose 2.84 Cluster 81

In this cluster we discover for the first time the AllStateClean pattern. It consists of a DataStorage
where all the data is set using the accessors, which is a good example for a AllStateClean cluster.
It is a proof that our method, combining clustering and our algorithm MaxIndEdge, can help to
find new class blueprint patterns in a system.
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Figure 5.6: Cluster 81 in the Moose 2.84.Lanza.3 Clustering. The metaclass blueprints are above
the classes in the same order.From left to right: MSEModelAttributeDescriptor, MGPreferences
and MSEModellnformation
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Moose 2.84 Cluster 112

This is a cluster(Figure of interfaces with SharingEntries4. FAMIXPackage, FAMIXAbstrac-
tObject and FAMIXAbstractScopable are the core of the cluster and the two other classes were
added later. This is a clear example of how size dependent the MCS algorithms are.
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Figure 5.7: Cluster 112 in the Moose 2.84.Lanza.3 Clustering. From left to right (metaclass
on top, class below):FAMIXAbstractStructuralEntity, FAMIXPackage, FAMIXInvocation, FAMIX-
AbstractScopable, FAMIXAbstractObject
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Moose 2.84 Cluster 148

Cluster Figure is an interesting example. Looking at the classes in detail, we see that they
got an extended method , a constant method and the DataStorage like accessor and attribute
array in common. Furthermore all the metaclasses got an overloaded method in the init layer
and a normal node in the public layer. If we look closer at the cluster, we can even see the
three subclusters, namely cluster 63 (MSEProperty and MSEMeasurement), cluster 71 (FAMIX-
InheritanceDefinition and FAMIXAccess) and cluster 124 (cluster 71 and FAMIXMethod). This is
a good example why it was wise to incorporate the metaclasses into the recognition. It proves
that similarity of classes should not just be looked at the instance level, but better over the whole
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Figure 5.8: Cluster 148 in the Moose 2.84.Lanza.3 Clustering. From left to right (meta-
class on top, class below):FAMIXAccess, FAMIXInheritanceDefinition, FAMIXMethod, MSEProp-
erty, MSEMeasurement
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Moose 2.84 Cluster 139

A cluster Figure full with classes which have a tree like StructuredFlow pattern. These are
all classes where structured flows occur, in this case, representing import, parser and layout
algorithms.
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Figure 5.9: Cluster 139 in the Moose 2.84.Lanza.3 Clustering. From left to
right:VisualWorksParseTreeEnumerator(no metaclass), MSEEntityView, VisualWorksimporter,
LanguagelndependentMetricsOperator

Moose 2.84 Cluster 42

This cluster Figure is well suited to show what the classes have in common. We see that
the metaclasses are identical. The layer for attributes and accessors seems equal too. In the
implementation layer we see that both classes got two constant methods and a minifunnel in
common. We have marked every node which the classes do not have in common with a red
shade instead of a black one.
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Figure 5.10: Cluster 42 in the Moose 2.84.Lanza.3 Clustering. From left to

right: FAMIXAbstractNamedEntity and AbstractNamedEntity
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Moose 2.84 Cluster 90

This is one of the stranger clusters (Figure [5.11). It seems clear that they should not have a
lot in common, when we keep in mind the high cluster number and remember that the higher
the cluster number, the later the classes are put into the clustering, and that both classes are
relatively small. Nevertheless we can clearly identify the reason why the classes have been put
together. They got an identical metaclass and six nodes in the class matched. Furthermore, they
got four edges in common. The bigger class blueprint, DSExpression, has twelve edges and
twelve nodes, which gives us a distance of 1 — {5+ = 12 which is a fairly big distance as well.

12412
One could say that those are just two loners put together with someone they best match to.

il gL i
EI_| g

OB

e

Figure 5.11: Cluster 42 in the Moose 2.84.Lanza.3 Clustering. From left to right:KeyValuePair
and DSExpression

Examples of Section 2[3 rpvisited

We present here for each example we used in the Section the corresponding class profile.
The purpose of this chapter is to show that the profiles we found in Moose while looking through
it ourselves, are also found by our algorithm. We are aware that it lengthens the thesis, but
we think there should be a way to directly compare the class profiles to its corresponding class
blueprint. Note that we do not show you the metaclasses, therefore there will be no example for a
singleton pattern. Furthermore, it does not make much sense to show the MicroSpecialExtender
and MicroSpecialOverrider because they cannot be anything else.

Class name (|#VisualWorksParseTreeMetricCalculator|)

Size Pattern ‘Normal’

No. Method Clumps 0’

AdderExtender 0.296296

AdderNormal 0.037037 [} [/. | .
AdderOverrider 0.0740741 o o -
AliStatel 0.25 O Lm
Alistate2 0.5 0 “léa e
AllState3 0.25 ol
AllStateClean1 1.0 (I ]
AllStateClean2 0.333333 : B
AllStateClean3 0.333333 1 E !
ConstantDefiner 0.0 —m
DataStorage 0.777778 [
Delegater 0.0 O
Funnel 0.125 __E
Interface 0.407407

MicroSpecialExtender 0.0

MicroSpecialOverrider 0.0 \%

SharingEntries4 0.125

SharingEntries5 0.5

SingleEntry 1.0

Singleton 0.0

StructuredFlow 0.0

ThreeLayers 1.0

Wide Interface 0.0

Figure 5.12: The class blueprint of VisualWorksParseTreeMetricCalculator, which is almost an
AdderExtender and an AllStateClean, which its class profile confirms.
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Class name

Size Pattern

No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
AllStatel

AllState2

AllState3
AllStateClean1
AllStateClean2
AllStateClean3
ConstantDefiner
DataStorage
Delegater

Funnel

Interface
MicroSpecialExtender
MicroSpecialOverrider
SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers

Wide Interface

(|[#FAMIXAbstractimporter|)
'Normal’
0
0.0
0.615385
0.0
0.333333
0.333333
0.333333
0.0
0.0
0.0
0.0
0.25
0.0
0.125
0.615385
0.0
0.0
0.0
0.75
0.5
0.0
0.5
1.0
0.0

mkls

]

Figure 5.13: The class blueprint of FAMIXAbstractimporter, which is an AdderNormal and its

class profile.

Class name

Size Pattern

No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
AllStatel

AllState2

AllState3
AllStateClean1
AllStateClean2
AliStateClean3
ConstantDefiner
DataStorage
Delegater

Funnel

Interface
MicroSpecialExtender
MicroSpecialOverrider
SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers

Wide Interface

(l#MSECDIFSaver]|)
'Normal’
L
0.0952381
0.190476
0.428571
1.0
0.666667
0.333333
0.0
0.0
0.0
0.0
0.0714286
0.0
0.25
0.714286
0.0

=

TH FEage

/

/

Q/

o

Figure 5.14: The class blueprint of msecdifsaver, which is the closest to an AdderOverrider which

can be found in moose compared to its class profile.
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Class name (I#MGPreferencesUl|)

Size Pattern "Normal’

No. Method Clumps 1

AdderExtender 0.0

AdderNormal 0.5

AdderOverrider 0.0

AllStatel 1.0

AllState2 1.0 ; | -
AliState3 0.333333 [ =
AliStateCleanl 0.0 ! i —|
AllStateClean2 0.0 ;D [ =
AllStateClean3 0.0 !
ConstantDefiner 0.0 i
DataStorage 0.0 D

Delegater 0.0

Funnel 0.0 |:|

Interface 0.5

MicroSpecialExtender 0.0
MicroSpecialOverrider 0.0

SharingEntries4 0.0

SharingEntries5 0.375

SingleEntry 0.0

Singleton 0.0

StructuredFlow 0.0

ThreeLayers 0.666667

Wide Interface 0.0

Figure 5.15: MGPreferences is an example with two allstates in the public layer and one allstate
in init layer compared to its class profile

Class name
Size Pattern

No. Method Clumps 0’

AdderExtender 0.0

AdderNormal 0.185185

AdderOverrider 0.0

AllStatel 0.0

AllState2 0.0

AllState3 0.0

AllStateClean1 0.0

AllStateClean2 0.0

AliStateClean3 0.0

ConstantDefiner 1.0

DataStorage 0.0

Delegater 0.0

Funnel 0.0

Interface 1.0

MicroSpecialExtender 0.0 L1
MicroSpecialOverrider 0.0 :I
SharingEntries4 0.0 L]
SharingEntries5 0.0 L
SingleEntry 0.0 ]
Singleton 0.0

StructuredFlow 0.0

ThreeLayers 0.333333

Wide Interface 0.0

([#FAMIXModelRoot|)
'Normal’

Figure 5.16: The class blueprint of the class FAMIXModelRoot: it contains a distinct ConstantDe-
finer pattern and is an Interface, which the class profile seems to confirm.
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Class name ([#MOFAssociationEnd]|)

Size Pattern 'Normal’

No. Method Clumps 0’

AdderExtender 0.0

AdderNormal 0.0

AdderOverrider 0.0

AllStatel 0.0

AllState2 0.0

AllState3 0.0

AllStateClean1 0.0 l
AllStateClean2 0.0 u} E i H
AllStateClean3 0.0 B =
ConstantDefiner 0.0 u] {
DataStorage 1.0 E ¥
Delegater 0.0 7]
Funnel 0.0 g
Interface 0.0

MicroSpecialExtender 0.0
MicroSpecialOverrider 0.0

SharingEntries4 0.0
SharingEntries5 0.0
SingleEntry 0.0
Singleton 0.0
StructuredFlow 0.0
ThreeLayers 0.666667
Wide Interface 0.0

Figure 5.17: The class blueprint of the class MofAssociationEnd: it contains a pure DataStorage
pattern, also according to its class profile.

Class name (I#ImporterFacade|) |:| 0 @,,-"'I | =
Size Pattern "Normal’ e O —
No. Method Clumps (0 0 T ]
AdderExtender 0.0 1 [ B j -
AdderNormal 0.37037 [ I ,"[ ;
AdderOverrider 0.0 O I

Allstatel 0.666667 O '
AllState2 0.333333 ] |[

AliState3 0.0 O ol
AllStateClean1 0.0 0 4
AllStateClean2 0.0 C1 i
AllStateClean3 0.333333 IS
ConstantDefiner 0.0 :l g
DataStorage 0.222222 1

Delegater 1.0 O i

Funnel 0.125 O II |l|.'

Interface 0.814815 0 ¥
MicroSpecialExtender 0.0 O . Il'
MicroSpecialOverrider 0.0 :| .|I '|
SharingEntries4 0.125 04

SharingEntries5 1.0 :l !

SingleEntry 0.333333 2 !

Singleton 0.0 al

StructuredFlow 0.0

ThreeLayers 1.0

Wide Interface 0.0

Figure 5.18: The class blueprint of the class ImporterFacade: it mainly consists of a Delegate
and a SharingEntries5 pattern. Its class profile says the same
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Class name
Size Pattern
No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
AllStatel
AllState2
AllState3
AllStateClean1
AllStateClean2
AllStateClean3
ConstantDefiner
DataStorage
Delegater
Funnel
Interface

(I#MSEAbstractGroup|)
‘Normal’
0
0.0434783
0.130435
0.0
0.0
0.0
0.0
0.333333
0.0
0.0
0.533333
0.142857
0.833333
1.0
1.0

MicroSpecialExtender 0.0
MicroSpecialOverrider 0.0

SharingEntries4 0.0
SharingEntries5 0.0
SingleEntry 0.5
Singleton 0.0
StructuredFlow 0.0
ThreeLayers 1.0

Wide Interface

0 g lm
] 1]
QF/’//\

HEEEEECESECCO

Figure 5.19: A Funnel pattern in the class blueprint of the class MSEAbstractGroup compared to
its class profile. Which reveals us that it is also an Interface and a Delegate

Class name (|#DSMetricOperator]|)

Size Pattern 'Normal’

No. Method Clumps 0’

AdderExtender 0.0833333

AdderNormal 0.0

AdderOverrider 0.166667

AllStatel 0.0

AllState2 0.0 =
AllState3 0.0

AliStateClean1 0.0

AllStateClean2 0.0 /D
AllStateClean3 0.0 /D
ConstantDefiner 0.0

DataStorage 0.0 o
Delegater 0.0

Funnel 0.125

Interface 0.25

MicroSpecialExtender 0.0

MicroSpecialOverrider 0.0

SharingEntries4 0.0

SharingEntries5 0.0

SingleEntry 1.0

Singleton 0.0

StructuredFlow 1.0

ThreeLayers 0.333333

Wide Interface 0.0

Figure 5.20: The class blueprint of the class DSMetricOperator with one SingleEntry pattern.
Which the class profile confirms.
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Class name
Size Pattern

(|1#ModelManager]|)
"Normal’

No. Method Clumps 0
AdderExtender 0.0
AdderNormal 0.333333
AdderOverrider 0.0
AllStatel 0.666667
AllState2 0.666667
AllState3 0.333333
AllStateClean1 0.0
AllStateClean2 0.0
AllStateClean3 0.0
ConstantDefiner 0.0
DataStorage 0.0833333
Delegater 0.0
Funnel 0.5
Interface 0.333333
MicroSpecialExtender 0.0
MicroSpecialOverrider 0.0
SharingEntries4 0.0
SharingEntries5 0.625
SingleEntry 1.0
Singleton 1.0
StructuredFlow 1.0
ThreeLayers 1.0
Wide Interface 0.0

Figure 5.21: The StructuredFlow pattern of the class ModelManager and its class profile. Which
tells us it is a Singleton, a SingleEntry and a ThreeLayers as well

Class name (IJ#MSEMetricManager|) % I /¢'|
Size Pattern "Normal’ u -\--",7?’ L
No. Method Clumps o /34; =
AdderExtender 0.0 |
AdderNormal 0.971831 BN
AdderOverrider 0.0 B |
AllStatel 1.0 '
AllState2 0.333333

AllState3 0.333333

AllStateClean1 0.0

AliStateClean2 0.0

AliStateClean3 0.0

ConstantDefiner 0.0212766

DataStorage 0.0434783

Delegater 0.0

Funnel 1.0

Interface 0.985915

MicroSpecialExtender 0.0

MicroSpecialOverrider 0.0

SharingEntries4 0.25

SharingEntries5 1.0

SingleEntry 0.75

Singleton 0.0

StructuredFlow 0.5

ThreeLayers 1.0

Wide Interface 0.985915

Figure 5.22: The class MSEMetricManager has a Wide Interface pattern and according to its
class profile, an AllStatel, a Funnel, an AdderNormal and a SharingEntries5 as well.
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5.5 Case study 3 - Jun

Jun was our biggest case study. The version we analysed is number 565. It consists of 777
classes, which makes it one of the bigger software systems. With our newest algorithm and
subgraph collection edition, we are able to get all the class profiles in just 5 hours. To be exact,
it takes 17979 seconds, which is 93 times longer than it takes to calculate the class profiles for
Moose. We now assume that the clustering of Jun takes about 60 times longer than the profiling,
we end up with a computation time of about 200 days. which is definitely out of our scope. We
first tried to cluster Jun 565, but after 4 weeks of computation we only had 206 classes clustered,
which makes up for only 21115 of the 301476 distance calculations needed.

We thought that including the results of the clustering in the appendix was not helpful, because
we did not see any need to include another 140 tables just to show that it works.

5.6 Conclusion

In this chapter we outline the results of applying out technique to our chosen case studies. The
results show that the algorithms are able to find predefined patterns and clusters in the software
system. Nevertheless we recognize the limitations of our approach from the time performance
when applying it to larger systems like Jun. For smaller software systems, the process of finding
patterns and clusters in software system is now automated. Finding class profiles can be done
now fast enough even for bigger systems. It does not matter much for the computing speed
how many classes a software system has. Due to the design of our algorithms, two huge class
blueprints have a much bigger impact on the computing speed than 2000 small ones.

We show that we find the right patterns in a class blueprint and thus have a meaningful class
profile for each class. We also show that we are able to detect clusters which make sense, but
still are size dependent. There is no solution yet to make it independent of the size, without
breaking the system and getting meaningless clusters. The new class blueprint patterns we
find in these software systems are either combinations of patterns we already know or a further
specialization. By the first few runs of the tool we found a new pattern, which has been identified
as a cluster of test classes and thus they had their status of being classes removed, because
basically a test class does not provide new functionality to a software system.
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Chapter 6

Conclusion

6.1 Introduction

In this chapter we present the result of our work in a nutshell. Initially we answer the questions
we have asked in the introduction, then we briefly summarize the work we have presented in
this thesis. Subsequently we give a brief outlook into future fields in which we could do further
research.

6.2 Answers of the Questions in the Introduction
In this section we answer the questions we asked ourselves at the beginning of this thesis 1}
e Is it possible to write a software tool to recognize class patterns?

Yes. It is possible, but you have to be aware of the limitations which might arise using
graph pattern recognition. The negative part of the story is, we are still dependent on the NP-
completeness of the problem. We still have to wait several hours or even days to get a result. The
good part of the story is that the results are very good. The exact MCS algorithms always find the
best matching and the quality of the matching mainly depends on the definition of our prototypes
and markings for edges and nodes. The equation is simple: More time, more quality.

e Given the fact that exact graph pattern recognition algorithms are NP-complete, will our tool
be fast enough to deal with big software systems?

No. It works only in special cases.

Graph pattern recognition algorithms work very well to find specific patterns, because most of the
patterns are relatively small. You can find some examples of the computation time for software
systems in Chapter The problem of NP-completness arises if we try to cluster a software
system with huge classes, we are able to cluster software systems. As a general rule one can
say that as soon as we have two classes with more than 50 nodes, it is possible that we have
to wait a long time for the tool to finish its calculations. The computation speed depends on how
similar the two classes are and how many similar edges those classes have.

e Are there different ways to solve that problem?

There are a lot of other ideas how to solve the recognition of class patterns. We have focused on
graph pattern matching. You can find an outlook of other approaches in Section[3.5]

e Are we able to detect already known class patterns?
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Yes. It works because the pattern prototypes consist of only small graphs. The time complexity
of the algorithm we used depends on the size of both classes, making it possible to check a huge
class for a pattern quickly.

e Has a developer invented a design pattern, or a class pattern without docmenting it?

We do not know. We lack the data and the processor power to screen all available software
systems. We did not find new patterns in the software systems we tested in Chapter[5} except for
a further specialisation of AllState, AllStateClean. But we need more case studies to exclude the
existence of new class patterns, because we found many combinations of known patterns, which
is an indication that our techniques work for finding unknown class patterns.

e Are we able to detect unknown class patterns?

Yes we are. The AllStateClean pattern was found this way. And as a example we refer to cluster
81 of the Moose clustering5.4]

6.3 Summary

In this work we present an approach to recognize class blueprint patterns and to cluster a software
system according to the similarities in the classes of this system. Those class blueprints and
some of the already known patterns are discussed in detail in Chapter [2 We introduced the
theory of graph pattern recognition, the maximal common subgraph algorithms and graph edit
distance in Chapter [3| and explored the usability of graph edit distance and maximal common
subgraph algorithms in Chapter |4, where in the end a maximal common subgraph algorithm
provided us with the best mix of precision and speed. Furthermore we had to define a new metric
to be able to use the algorithms with the given patterns. This situation arose due to the mixed
nature of the already known patterns, such that we had to find a metric which combines the
number of common nodes as well as the number of common edges of two graphs, or blueprints.
The adaption of the algorithms, the proof of the metric and a quick comparision of the algorithms
can be found in Chapter[4] In Chapter [5| we tested our chosen algorithm on three case studies,
and discussed the results for two of them in detail. We used our metric to calculate a distance
between the prototypes and the graphs to get a class profile, and we used the same metric
together with hierarchical clustering to calculate a dendogram of the software systems. All class
profiles and the two dendograms of the two smaller software systems are in the appendix. We
show some examples of clusters and class profiles in Chapter 5]

6.4 Lessons Learned

As a result of our efforts and exploration we can clearly document pitfalls that can be avoided by
researchers considering this path.

e In pattern matching your results are only as good as the prototypes you use, and of course
the frameworks you use. Errors and faults in the underlying frameworks can cause a lot of
problems. If you obtain weird results, the cause may not necessarily lie in our application,
but may also be in the frameworks you use.

e Do not test the algorithms with test suites and small artificial graphs. The results will be
really different if you test your algorithms with large artificial graphs or with real samples.
It may happen that the new improved algorithm suddenly breaks if it is applied on larger
graphs.

e There exist many different names for the same thing. For example, we call MCS maximal
common subgraph, others call it maximum common subgraph, and again other scientists
call it largest common subgraph. This makes finding the right papers harder than it should
be.
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6.5

Understanding the correct meaning is crucial. The meaning of, for example, a big graph can
be totally different for different fields. A big graph in graph edit distance is about 15 vertices
and more, a big class blueprint is 70 nodes and more. It took a while until we got that there
exists such a big difference in the "semantics” of big graphs between the different branches
of computer science.

Future Work

The fields in which we could conduct further research is huge, mainly because we have, on the
one hand, combined two fields in which a lot of research is going on, and on the other hand,
because we were one of the first to try to combine graph pattern recognition with class patterns.

If we have the necessary processor power in a few years, we should test all available soft-
ware systems for clusters at the same time, such that a cluster may consist out of classes
from different systems. This is a more efficient way to find new clusters, and then the found
new patterns do not come from only a single software developer group, making the found
new clusters more meaningful.

Apply the same techniques to class blueprint inheritance patterns. To achieve this one
could use the class profiles found in a class blueprint as a marking for a class node. Then
we only have to let the algorithms run over the new set of graphs. But this time we have a
whole software system as one graph, which could prove to hard to compute.

The best way to find new patterns, or class profiles, would be to throw all software systems
into the same collection and let the algorithms find the clusters. This idea will be hard to
compute as well.

Use, or invent, better pattern recognition algorithms.
Try to find or construct prototypes automatically.

Adapt the tool ClassProfiler such that it becomes multiprocessor capable. This would actu-
ally work very well. It is easy to break down a search tree into disjoint subtrees.

Use genetic algorithms instead of maximum common subgraph algorithms. According to
Wang, Fan and Horng [WANG 97] it should speed up the computation.
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Appendix A

Proof of Metric Properties of the
Measure Combining Number of
Edges and Nodes

1. Each graph has at least one node,thus the number of nodes or edges can not be nega-
tive, and since max(nodesGraphl,nodesGraph2) + maz(edgesGraphl, edgesGraph2) will
be never smaller than one, it follows that point 1 holds.

d(Graphy, Graph,)
nodesGraphl + edgesGraphl
B max(nodesGraphl,nodesGraphl) + max(edgesGraphl, edgesGraphl)
nodesGraphl + edgesGraphl
B nodesGraphl + edgesGraphl

=1

—1=0

3. d(Graphy, Graphs) = 0 — (mcsNodes+mcesEdges) = (max(nodesGraphl, nodesGraph2)+
max(edgesGraphl, edgesGraph2)) — V(Graphy) = V(Graphs) and E(Graph,) = E(Graphs).
Because if the MCS has the same amount of edges and nodes as the bigger graph, it must
be equal to the bigger graph, and if the smaller graph would be smaller, the MCS would be
smaller than the bigger graph as well.

mesNodes + mesEdges

1
max(nodesGraphl, nodesGraph2) + max(edgesGraphl, edgesGraph2)
mcsNodes + mesEdges

B maz(nodesGraph2, nodesGraphl) + maz(edgesGraph2, edgesGraphl)
The distance measure is by definition independent of the order.

5. Since the left side of the equation is by definition smaller than or equal to 1, we have only
to show that the right side is bigger than or equal to 1.
Since this proof will be rather long and we have to write a lot, we introduce first some ab-
breviations:
FE,, stands for number of edges of graph n
N,, stands for number of nodes of graph n
maxE,,, stands for the maximum of number of edges of graph n and graph m
max Ny, stands for the maximum of number of nodes of graph n and graph m
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mEn,, stands for the of number of edges of the maximal common subgraph of graph n and
graph m

mN,,, stands for the maximum of number of nodes of the maximal common subgraph of
graph n and graph m

The right side is now equivalent to:

mE13 + mN13 mEgg + mN23
~ maxFEi3 + marNi3  maxFEss + maxrNos

which is again equivalent to:

(maxEy3 + maxNy3) X (maxEas + maxNas)

> (mE13 + mNi3) X (maxFEas + maxNag) + (mFEasz + mNaz) x (maxEi3 + maxNi3)
(A.1)

Now, we can see that we have to possible cases, namely that the MCS of graph 1 and graph
3 and the MCS of graph 2 and graph 3 are either disjoint or not.

Case 1: The two MCS are disjoint.
Case 1.1:
E, > Ey > Esand Ny > Ny > N3
It follows that:
mE13 + mN13 + mE23 + mN23 < E3 + N3 (A2)

because the two MCS are disjoint. Using (4.4) in (4.3) we can show that:
(maxE13 + maxNi3) X (maxEas + maxNag) > (mEis + mNi3) X (maxEss + maxNag) +
(mEa23 + mNag) x (maxEq3 + mazNy3)
= (El + Nl) X (Eg + Ng) > (mE13 + leg) X (E2 + N2) + (mE13 + leg) X (El + Nl)
— (El +N1) X (E2 +N2) > (El +N1) X (Eg +N3) < (El +N1) X (mE13 +’I7’LN13 —|—mE23 +
mNgg) > (mE13 + leg) X (EQ + Ng) + (mE13 + leg) X (El + Nl)
Case 1.2:
E3 > Ey > Eyand N3 > Ny > Ny
It follows that:

mE13 + mN13 + mE23 + mNgg < E3 + N3 (A3)

because the two MCS are disjoint.Using (4.5) in (4.3) we can show that:

(maxEy3 + maxzNy3) X (maxEss + maxNas) > (mE13 + mNi3) X (maxEss + maxNag) +
(mE23 + mNgg) X (maxElg + maleg)

= (E3 + Ng) X (E3 + Ng) > (mE13 + mN13) X (Eg + Ng) + (mE13 + mN13) X (Eg + N3)
= (4.5)

Case 1.3

E3 > Ey > Eyand Ny > Ny > N3

(maxEy5 + maxNy3) X (maxEss + maxNag) > (mE13 + mNi3) X (maxEss + maxNag) +
(mEs3 + mNaoz) X (maxE3 + maxNy3)

= (Eg + Nl) X (Eg + NQ) > (mE13 + leg) X (Eg + N2) + (mEgg + mNgg) X (Eg + Nl)
— (E3 +N1) X (Eg +N2) > (Eg +N1) X (Eg +N3) > (Eg +N1) X (mE13 +mNi3 +mEas +
mNzg) > (mE13 + lej) X (Eg + NQ) + (mE% + mNgs) X (E5 —+ Nl) The other subcases
of Case 1 can be shown in a similar way.

Case 2: The two MCS are not disjoint .

If the two MCS are not disjoint, then there must exist a nonempty graph « which is the MCS
of the two MCS.

u = mesEdges(mEy3, mEs3) + mesNodes(mNyz, mNas) > 0
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it follows that:
mE13 + mN13 + mE23 + mN23 —u < Eg + Ng (A4)

Now the right side changed to:

u < mE13 + mN13 T mE23 + mN23

1—
maxFE12 + maxrNi2s — mazEi3 + maxNi3 maxFEs3 + marNog

which is again equivalent to:

(maxE13 + maxNis) X (mazEas + maxNas) X (mazEr2 + maxNig) >
(mEi13 + mNi3) X (maxEaz + maxNaz) X (maxE19 + maxNy2)
+ (mEss + mNa3) X (maxE13 + maxrNy3) X (maxE12 + maxNyo)
—u X (maxE13 + maxNi3) X (maxFEas + maxNas) (A.5)

Again, we show how to prove some of the subcases:

Case 2.1:

E\ > E, > Esand N; > Ny > N3

Using (4.5) in (4.6) leads to:

(maxEq5 + maxzNy3) X (maxEas + maxrNag) X (maxEis + marNy2) > (mEjs + mNi3) X
(maxFEa3 + maxNag) X (maxEjs + maxNig) + (mEsz + mNag) X (maxE3 + maxNy3z) X
(maxE12 + maxNig) — u X (maxFEy3 + maxNy3) X (maxFEas + maxNas)

= (E1 +N1) X (E2+N2) X (E1 +N1) Z (mE13 +mN13) X (E2+N2) X (El +N1) + (mE23 +
mNgg) X (E1 + Nl) X (E1 + Nl) —u X (El +N1) X (EQ +N2)

— (E1+ N1) x (B2 4+ Na) x (Ey + N1) > (E1+ N1) x (Es+ N3) x (E1 + Ni) > (B + Np) x
(Ey 4+ Ni) x (mE 3 + mN13 + mEs3 + mNog — u) > (mEi3 +mNig) X (Ea + Na) x (Ey +
Nl) + (mE23 + mNgg) X (E1 + Nl) X (E1 + Nl) —u X (El + Nl) X (EQ + NQ)

Case 2.2:

E3 > Ey > Eyand N3 > Ny > Ny

Using (4.5) in (4.6) leads to:

(maxEq5 + maxzNy3) X (maxEas + maxrNag) X (maxEis + marNy2) > (mEi3 + mNi3) X
(maxFEa3 + maxNas) X (maxEjs + maxNig) + (mEsz + mNag) X (maxE3 + maxNyg) X
(maxE12 + maxNi2) — u X (maxFEy3 + maxNi3) X (maxEas + maxNas)

= (Eg +N3) X (Eg +N3) X (E2 +N2) > (mE13 +mN13) X (Eg +N3) X (E2 +N2) + (mE23 +
mNQ;),) X (E3 + N3) X (E2 + NQ) —u X (E3 + Ng) X (E3 + Ng)

— (B3 + N3) X (B2 + Na) > (mE13 +mNi3) X (B2 + Na) + (mE2s +mNaz) x (B2 + Np) —
u X (Eg + Ng)

— (E3 + Ng) X (Eg + NQ) > (mE13 + leg) X (EQ + NQ) + (mE23 + mNgg) X (E2 + NQ) —
u X (E2 +N2) > (mE13 +mN13) X (E2 +N2) + (mE23 +mN23) X (EQ +N2) —uX (E3 +N3)
Case 2.3:

E3>FE,>FEyand Ny > No > N3

This is the actual worst case you could ever encounter: (maxzFE13 + maxNy3) X (maxFEss +
maxNag) X (maxErs + maxNi2) > (mE13 + mNi3) X (maxFEasz + maxNog) X (maxEqo +
maxN12) + (mEaos + mNag) X (maxEr3 + maxNis) X (maxE12 + maxNig) —u X (maxEqs +
maxN13) X (maxFEas + maxNas)

= (Eg + Np) % (E3+N2) X (Ea+ N1) > (mE13+mNi3) x (E3 +N2) X (Ea+ N1) + (mE23 +
mN23) X (E3 + Nl) X (E2 + Nl) —u X (E3 + Nl) X (E3 + NQ)

— (E3+N1) X (E3+N2) X (E2+N1) > (E3 +N1) X (Eg +N3) X (E2 +N1) > (E3+N1) X
(E2 +N1) X (mE13 +mN13+mEs3+mNog 7U) = (E3+N1) X (E2+N1) X (mE13 +mN13)+
(E3 + Nl) X (EQ + Nl) X (mE23 + mN23) — (Eg + Nl) X (E2 + Nl) x u We now Clearly see
that:

(E3+ N1) x (E2 + Ny) x (mEy3 +mNi3) > (mE13 +mNig) x (E2 + Na) 4 (mEa3 + mNa3)
and

(E3 + Nl) X (E2 + Nl) X (mE23 + mN23) = (mE23 + mN23) X (E3 + Nl) X (E2 + Nl)
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both satisfy the assumption. Altough we can not decide yet the relationship between:
(E3+ N1) x (Ea + N1) xuwand (Es + N1) x (E5 + N2) x u. Since we subtract this term, we
would like to see something like:

(E3+ N1) x (B2 + N1) xu < (E3 + Np) x (B3 + N2) X w.

We can reduce this problem to three cases:

2.3.1. (E3 + Ng) < (E2 + Nl)

2.3.2. (E5+ N3) = (B3 + Ny)

2.3.3. (E5 4+ N3) > (Ey + N1)

If we assume cases 1 and 2 we see clearly that we get exactly what we need. Case 3 leads
us once again to an undecidable state. There we have again two cases which we have to
prove:

2.3.3A. (E5 4+ N3) < (B2 + Np)

Proof of Case 2.3.3A:

We replace (F> + N;p) with (E5 + N3) because it is now smaller than (E3 + N2). — (B3 +
Nl) X (E3+N2) X (E2+N1) > (E3+N1) X (E3+N2) X (E3+N3) > (E3+N1) X (E3+N2) X
(mE13 + mNi3 + mFEs3 + mNo3 — u) = (Eg + Nl) X (Eg + Ng) X (mE13 + leg) + (Eg +
Nl) X (EQ +N1) X (mE23 +mN23) - (Eg +N1) X (E3 +N2) XU > (mE13 +mN13) X (Eg +
NQ) X (E2 + Nl) + (mE23 + mNQ3) X (E3 + Nl) X (E2 + Nl) —u X (E3 + Nl) X (E3 + Ng)
Proof of Case 2.3.3B:

— (E3+N1) X (E3+N2) X (E2+N1) > (E3 +N1) X (Eg +N3) X (Eg +N1) > (E3+N1) X
(E2 +N1) X (mE13 +mNi3+mEs3+mNog 7U) = (E3+N1) X (E2+N1) X (mE13 +mN13)+
(E3 + Nl) X (E2 + Nl) X (mE23 + mNgg) - (E3 + Nl) X (EQ + Nl) X U

(E3+ N1) X (B2 + N1) X (mE13+mNi3) + (Es+ N1) X (Ea+ N1) X (mEa3 +mNag) — (Es +
Ni) x (B2 4+ N1) x uR(E3 + N2) X (B2 + N1) X (mE13 +mNiz) + (E3 + N1) x (E2 + Np) x
(mE23 + mN23) — (E3 + Nl) X (Eg —|—N2) X u — (Eg —|—N1) X (Eg + Nl) X (mE13 +mN13) -
(E3+N1) X (E2+N1) X uR(E3+N2) X (E2 +N1) X (mE13—|—mN13) — (E3+N1) X (E3+N2) XU
Because the condition was (E3 + N3) > (E2 + N;) it follows that:

(E5 + Nl) X (EQ + Nl)X < ’U,(Ed + Nl) X (E3 + NQ) X u

together with: (E3+N1)><(E2—|—N1)><(mE13+mN13) > (E3+N2)><(E2+N1)><(mE13+mN13)
it follows:

(E3 +N1) X (EQ —|—N1) X (mE13 —|—le3) - (Eg +N1) X (EQ +N1) X u > (Eg +N2) X (EQ +
Nl) X (mE13 + leg) — (E3 + Nl) X (E3 + NQ) Xu

The other cases are solved in a similar way.
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Appendix B

Smallwiki 1.303 Clustering

O--root
|--O--cluster 91
| |--O--cluster 89
|--O--cluster 81
|--O--cluster 77
|--O--cluster 68
O--cluster 34

-O--cluster 8
O--cluster 7

--O--cluster 6

|--O--cluster 5
|--O--cluster 4
|--O--cluster 3
|--O--cluster 2
| |--O--cluster 1
| | [|-HorizontalRule
| | \-UnorderedList
| \--Listitem
\--MimeView
\--OrderedList
| \--Preformatted
\--Document
\--TableCell

\--Paragraph
-VisitorRecentChanges
-O--cluster 54

|--O--cluster 51
|--O--cluster 36
|--O--cluster 19
|--O--cluster 12
|--O--cluster 11
|--O--cluster 10
| |-O--cluster 9
| | |-PreviousStructure
I
I

|-
I
| | I-0
[l
[
[
Ll |
[ |
[l |
[ |
[l |
Ll |
[ |
[ |
Ll \
[

[

||
|\

\-

| \--TemplateHeadNavigation
\--PageView
\--NextStructure

| \--ParentStructure
\--TemplateBodyTitle
--TemplateBodyContents
--O--cluster 25

|--ViewAction

\--AdminRole

I
|1
[
[l
[
[l
[l
[l
I

I

\

|1
|1
||
|1
||
|1
||
|1
|1
|1
||
||
|1
||
|1
|1
|1
|1
|1
|1
||
|1
||
|1
||
|| |
|| |
|| |
|1 |
|| |
|1 |
|1 |
|1 |
|1 |
|1 |
|1 |
|1 |
|1 \
|1

1

Table B.1: Dendogramm of the clusters found in SmallWiki 1.303
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\--O--cluster 22

[
[ 1 |--Table
[ I \--TableRow
| | | \-O-cluster 63
|1 |--O--cluster 43
[ 1| | |--O--cluster 18
[ 1 | | |-TemplateBodyPath
[ | | | \-O--cluster 13
[ | || |--ErrorUnauthorized
[ | || \--ErrorNotFound
[ 11 | \-O--cluster 21
[ | | |--O--cluster20
[ | | | |--TemplateBodyReferences
[ | | \-Logout
[ 1| | \--RecentChanges
|1 \--O--cluster 14
|1 | |--LinkExternal
[ \--LinkMailTo
| | \--RedirectAction
| \--O--cluster 35
| |--ResourceHistory
| \--PageHistory
\--O--cluster 88
|--O--cluster 86
| |--O--cluster 84
|--O--cluster 82
|--O--cluster 76
|--O--cluster 67
|--O--cluster 24

I
| | [|-SessionAction
| | \--InvisibleAction
| \--O--cluster 64
| |--ImageStorage
| \--O--cluster 32
| |--O--cluster 30
| | |--VisitorSearch
| | \--Permission
| \--VisitorRenderer
\--O--cluster 72
--O--cluster 50
|--O--cluster 31
|--O--cluster 16
| |--O--cluster 15
| | [-Header
| | \--Text
| \--VisitorReferences
\--TemplateHeadTitle
-O--cluster 38
|--Storage
\--Link

--O--cluster 58

|--O--cluster 53

| [--O--cluster 42
|--O--cluster 39
| [--O--cluster 28
| | [|-TemplateBodySession
| | \--VisitorCollector
| \--TemplateBodyCustom

I
|
|1
||
|1
||
||
||
|\
I

|

\

| |1 ] | | \-O--cluster 40 lllustrated on page

| |--O--cluster 27

| | |--TemplateBody

| | \--FifoCache

| \--O--cluster 17

| | |--TemplateBodyW3C

| | \--TemplateBodySearch

Table B.2: Dendogramm of the clusters found in SmallWiki 1.303
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| | \--O--cluster 49
| | |--TemplateBodyActions
[ | \--Page
| \--LinkInternal
| \--O--cluster 73
| |--O--cluster 26
| | |--DocumentComposite
| | \--SwazooServer
| \--O--cluster 65
| |--Cache
| \--O--cluster 33
| |--PropertyManager
| \--BasicRole
\--O--cluster 60
|--O--cluster 23
| |--HistoryAction
| \--ErrorAction
\--O--cluster 29
|--Code
\--WikiScanner
--O--cluster 85
|--O--cluster 83
| -O--cluster 80
-O--cluster 75
|--O--cluster 69
|--O--cluster 55
| |--O--cluster 48
| | [|-SwazooSite
| | \--SIXXStorage
| \--O--cluster 46
| |--FolderEdit
| \--O--cluster 41
| |--Login
| \--EditAction
\--O--cluster 56
|--ResourceEdit
\--PageEdit
O--cluster 71
|--O--cluster 45
| [-VisitorRendererWiki
| \--VisitorRendererHtml
\--O--cluster 52
|--User
\--O--cluster 44
|--Folder
\--Resource

|_
I
|
I I
| |
I I
I I
I |
I I
| |
I I
| |
I I
I I
I |
I \--
|

|

I

I

I

I

I

| | \-O--cluster 59 lllustrated on page

| |--O--cluster 47
| | |--Search
| | \--ExpiringCache
| \--TemplateHeadMeta
\--O--cluster 78

|--O--cluster 61

| [--SnapshotStorage

| \--TemplateEdit

\--O--cluster 74

| |--O--cluster 66 lllustrated on page
| | |--O--cluster 62

| | | |-Request

| | | \--Response

| | \--Server

Table B.3: Dendogramm of the clusters found in SmallWiki 1.303
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— —— e —— — —

| | \--O--cluster 56
| | |--Action
| | \--WikiParser
| \--O--cluster 79
| |--Template
| \--Visitor
\--O--cluster 70
|--HtmIWriteStream
\--Structure
--O--cluster 90
|--TemplateHead
\--O--cluster 87
|--Role
\--O--cluster 37
|--Wikiltem
\--Securitylnformation

Table B.4: Dendogramm of the clusters found in SmallWiki 1.303
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Moose 2.84 Clustering

O--root
|--O--cluster 192
| |--O--cluster 191
|--O--cluster 190
|--O--cluster 186
|--O--cluster 1
| |- SortExpressionVisitor
| \-- Smallinteger
\--O--cluster181
|--O--cluster180
| [--O--clusterl70
|-- SelectExpressionVisitor
\--O--cluster 142
|--O--cluster 127
| |--O--cluster 79
|--O--cluster 57
|--O--cluster 45
|--O--cluster 43
|--O--cluster 34
| [--O--cluster 12
| | |-VisualWorksimporterParcelPanel
| | \--VisualWorksimporterNamespacePanel
| \--OperatorManagerUl
\--VisualWorksIimporterPackagePanel
\--VisualWorksImporterCategoryPanel
-ModelViewerUl
O--cluster 32
|--PreferencesUl
\--MSEModelSaverUl
O--cluster 114
|--O--cluster 77
| [-O--cluster 52
| |--O--cluster 31
| | [|-MGBypassedAccessorDetector
| | \--COBOLMetricOperator
| \--MeasurementOperator
| \--CppMetricOperator
\--MSEXMIDTDProducer
O--cluster100
|--O--cluster 46
| |--MGCorrelationChart
| \--MGStackedBarChartUl

I
||
[
[ I
[ I
[ I
[ I
[ I
[
[

I -
|\

I

I

\--

I
I
I
I

|1
|1
||
|1
||
|1
||
|1
|1
|1
||
||
|1 I
|| |
|1 I
|1 I
|1 I
|1 I
|1 I
|1 I
|| |
|1 I
|| |
|1 I
|| I
|| I
|| I
|| |
|1 I
|| |
|1 I
|1 I
|1 I
|1 I
|1 |
|1 \--
|1

|1

I

Table C.1: Dendogramm of the clusters found in Moose 2.84
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| \--O--cluster 37
| |--MGCorrelationMetricsChooserUl
| \--MGSingleMetricDetectorUlI
\--O--cluster 166
|--MSEConstants
\--FAMIXReporter
--O--cluster 177
|--O--cluster 160
| |--O--cluster 136
|--O--cluster 92
|--O--cluster 67
| |--MOFNamespace
| \--CompiledMethod
\--MSESchema
-O--cluster 115
| ]--O--cluster 85
| | |--MOFReference
| | \--VisualLauncher
| \--O--cluster 51
| |--MOFImport
I
u

——

|
I
|
I
\-

\--MOFConstraint

O--cluster 89
|--O--cluster 64
| [|-ltemService
I
I

I
|
I
|
I
I
I
I
|
I
|
I
\--

\--O--cluster 18
|--SingleValueToXMLConvertor
| \--MSESingleValueToCDIFConvertor
\--XMIReader
O--cluster 157
|--O--cluster 133
| |--ModelViewerUISubcanvas
| \--MGModel
\--O--cluster 134
|--FAMIXModelQueryFacade
\--MSEAbstractRoot
--O--cluster 182
|--O--cluster 176
| |-O--cluster 161
| [--VisualWorksNamespacelmporter
| \--ltemEditor
\--O--cluster 167
|--O--cluster 145
| |-O--cluster 98
|--O--cluster 50
|--O--cluster 28
| |--O--cluster 27
| | [--MGMethodCollectionUl
| | \--ItemChildren
| \--O--cluster 9
| |--O--cluster 8
| | |--MGSingleClassMetricFlawDetector
|
I
\e-

I
|
I
|
I
I
I
I
|
I
|
I
|
I
I
|
I
|
I
\--

- -

| \--MGSingleMethodMetricFlawDetector
\--MGNOPOverrideDetector
O--cluster 7
|--DSAbsoluteOperator
\--DSRelativeOperator
--O--cluster 15
|--CandidatelnvocationsWithBaseOperator
\--SmalltalkAnnotatorOperator
O--cluster 105
|--O--cluster 68
| [--O--cluster 11
| | [-MGClassCollectionZU
| | \--MGMisplacedMethodDetector
| \--MSEPropertyOperator
\--Sourcelmporter

I
I
||
|1
|1
||
||
|1
I
|1
|1
[
||
[\
I

|
\--

Table C.2: Dendogramm of the clusters found in Moose 2.84
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\--O--cluster 154

|--O--cluster 29

| |--DSAdapterOperator

| \--DSACompositionOperator
\--DSOperand

--O--cluster 130
--O--cluster 120
|--O--cluster 26

|--O--cluster 25
|--O--cluster 24
|--O--cluster 23
O--cluster 6
-O--cluster 5
|--O--cluster 4
|--O--cluster 3
| [--O--cluster 2
| | |--DSAndOperator
| | \--DSBottomValuesOperator
| \--DSHigherThanOperator
\--DSLowerThanOperator
| \--DSTopValuesOperator
| \--DSOrOperator
\--FAMIXSourceFile
\--ltemLabel
-MSEModelMVAttributeDescriptor
O--cluster 10
|--MGAndCombinedFlawDetector
\--MGOrCombinedFlawDetector

I
||
|1
||
|1
|1
[
|1
|1
|1
||
|1
|1
|1
||
|\
\e-

\--FAMIXLocalVariable
\--FAMIXAbstractAssociation
--O--cluster 188

--O--cluster 187
|--O--cluster 184

|--O--cluster 183

|--O--cluster 179

|--O--cluster 174
-O--cluster 163
-O--cluster 141
|--O--cluster 121
|--O--cluster 113
|--O--cluster 78
|--O--cluster 53
|--O--cluster 21
|--O--cluster 20
| |--O--cluster 14
| | [|-O--cluster 13
| | | |-MOFTypedElement
| | | \--MOFConstant
| | \--MOFAttribute
| \--VisualWorkslmporterAbstractPanel
\--FAMIXExpressionArgument
-O--cluster 30
|--MSECDIFFilteringSaver
\--DSNamedExpression
--O--cluster 36
|--DSFilteringOperator
\--O--cluster 17
|--MOFParameter
\--MOFTag
-O--cluster 62

I
I
I
I
I
I
|
I
\-

|_
I

I

I

I

I

| |
I I
I I
I I
I I
I |
I I
I |
I I
I |
I I
I I
| \
|

I

I

I

|
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[V

Table C.3: Dendogramm of the clusters found in Moose 2.84
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|--FAMIXAccessArgument
\--O--cluster 55
|--FAMIXUnknownVariable
\--O--cluster 44
|--O--cluster 19
| |--FAMIXGIlobalVariable
| \--FAMIXFormalParameter
\--FAMIXImplicitVariable

--O--cluster 86

|--O--cluster 41

I
I
I
\

|--MOFDataType
\--O--cluster 22
|--MSECDIFFilteringlmporter
\--MGCombinedFlawDetector
--O--cluster 54
|--MGFlawDetector
\--MGComputedGroup

--O--cluster 99
|--FAMIXInclude
\--FAMIXAbstractLocalEntity

--O--cluster 159
|| |--O--cluster 90 lllustrated on page[62]
|--KeyValuePair

|

| \--DSExpression

\--O--cluster 150
|--O--cluster 138

|--O--cluster 129

| |--O--cluster 118

| | [|-O--cluster 103

| | | |-O--cluster 87
| | | | [-O--cluster 40
| | | | | |-MGChartDataGenerator
| I | | | \-O-cluster 16
I T |--MGTableDataGenerator
I T I \--MGQueryFacade
| | | | \-OperatorManager
| | | \--FAMIXAbstractimporter
| | \--MSEAbstractTool
| \--O--cluster 108

| |--O--cluster 88

| | |--O--cluster 33

| | | |-MGTableUl

[ | | \--MGltemMetricsUI

| | \--O--cluster 74

| | |--O--cluster 39

| | | |--FAMIXAbstractArgument
| | | \--Preferences

| | \--EntityCommentEditor

| \--O--cluster 69

| |--MGClassSelectorUi

| \--ProgressuUl
\--O--cluster 42 lllustrated on page

|--FAMIXAbstractNamedEntity
|--AbstractNamedEntity

Table C.4: Dendogramm of the clusters found in Moose 2.84
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| | \--O--cluster 126
| ] |--O--cluster 125

|1 | |--O--cluster 95 lllustrated on page [57]

|--O--cluster 72

| |--MGSingleMetricFlawDetector
| \--O--cluster 48

| |--O--cluster 35

| | |--MOFAssociationEnd
| | \--MOFStructuralFeature
| \--MOFAssociation
\--MSEModelClassDescriptor
--DetectionStrategy
--O--cluster 97
|--O--cluster 75
| [--MGValueSliderUl
| \--MOFGeneralizableElement
\--O--cluster 82

|--O--cluster 62

| |--MOFPackage

| \--MOFClass
\--MOFModelElement

—_

— ——

--O--cluster 93
|--MSEEnumeratedGroup
\--FAMIXFunction

--O--cluster 172

|--O--cluster 156

| |--O--cluster 148 lllustrated on page [60]

| |--O--cluster 63
| | |-MSEProperty
| | \--MSEMeasurement
| \--O--cluster 124
| |--O--cluster 71
| | |--FAMIXInheritanceDefinition
| | \--FAMIXAccess
| \--FAMIXMethod
|--VisualWorksPackagelmporter
--O--cluster 169
-O--cluster 153
|--O--cluster 144
| [--O--cluster 96
| | [|-FAMIXNamespace
| | \--MSEMetric
| \--FAMIXAttribute
\--ImporterFacade
\--O--cluster 131

I
|
I
I
I
I
I
I
|
\

| |--O--cluster 81 lllustrated on page B8]
|--O--cluster 65

I
| | [-MGPreferences
| | \--MSEModelAttributeDescriptor
| \--MSEModellnformation
\--VisualWorksParseTreeMetricCalculator
--O--cluster 178

|--O--cluster 168

| |--SmalltalkClassMetricsOperator

| \--MSEAbstractOperator

Table C.5: Dendogramm of the clusters found in Moose 2.84
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— ——— e —

—_ - - - - -

\--O--cluster 173
|--O--cluster 165

|--O--cluster 109
| |--VisualWorksimporterFacade
| \--O--cluster 84
| |--VisualWorksParseTreeAnnotator
| \--O--cluster 60
| |--DSMetricOperator
| \--CandidatelnvocationsOperator
\--O--cluster 158
--O--cluster 143
-O--cluster 137
-O--cluster 122
|--O--cluster 110
| |--O--cluster 56
| | [|-O--cluster 38
| | | |-MGPreferencesul
| | | \--MGMetricsUl
| | \--VisualWorkslmporterUl
| \--O--cluster 104
| |--O--cluster 76
| | |--MGOverviewUl
| | \--MGFlawDetectorCombinatorUlI
| \--O--cluster 91
| |--VisualWorksParseTree
| \--O--cluster 73
| |--MGBarChartUl
| \--MSEAbstractSchemaSaver
\--O--cluster 80
|--MSEToolManager
\--O--cluster 58
|--XMIReaderHandler
\--ModelManager
-O--cluster 59
[--XMLSaver
\--MSECDIFSaver
-O--cluster 101
|--Group
\--MSEAbstractimporter
--O--cluster 149
|--O--cluster 119
| |-FilelOFacade
| \--SmalltalkMetricOperator
\--O--cluster 128
|--O--cluster 106
| |--MGltemPropertyTableModel
| \--MSECDIFScanner
\--MGltemCollectionUl

I
I
[
[
[l
L
[
[l
Ll
[
[
[l
[l
[
[l
Ll
[
[
[l
[
[l
[
I
(I
||
||
|\

|

I

\

\--MSESingleValueConvertor
--O--cluster 175

|--O--cluster 116

| |--MSElmporter

| \--MSEUUIDGenerator

\--O--cluster 147
|--MSEAbstractGroup
\--FAMIXModelRoot

--O--cluster 185

Table C.6: Dendogramm of the clusters found in Moose 2.84
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--cluster 164
|--O--cluster 155

| |--O--cluster 146

| | |-O--cluster 135

|--O--cluster 171
|-

||

||

1

| | | 1 | | | |[-O--cluster 112 lllustrated on page[59]
|--O--cluster 49
|--O--cluster 47

|
| | [--FAMIXAbstractObject
| | \--FAMIXAbstractScopable
| \--FAMIXPackage
\--O--cluster 70
|--FAMIXAbstractStructuralEntity
\-_FAMIXInvocation
--MooseGagerUl
--MGMetricsFacade
--O--cluster 140
|--O--cluster 102
| |--PluggableTableAdaptor
| \--O--cluster 83
| |--MSECDIFImporter
| \--MSEMooseLauncher
\--O--cluster 111
|--GroupUlI
\--ModelLoaderUl
--AbstractEntity
--O--cluster 162
|--O--cluster 151
| |--O--cluster 94
| | |--FAMIXAbstractBehaviouralEntity
|
I

Ll
[l
Ll
[l
Ll
[
[
Ll
[\
|\

\

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
|\
\

| \--MSEMetricManager
\--O--cluster 107
|--FAMIXClass
| \--MSEModel
\--ImportingContext
--O--cluster 152

— ———

| | |--O--cluster 139 lllustrated on page

| |--O--cluster 117
| | |-VisualWorksimporter
| | \--LanguagelndependentMetricsOperator
| \--O--cluster 123
| |--VisualWorksParseTreeEnumerator
[ \--MSEEntityView
\--XMIDTDProducer
\--ContextualMetricOperator

--O--cluster 189

|--O--cluster 132

| |--O--cluster 66

| | |--MOFTypeAlias

| | \--FamixModelSmalltalkQueryFacade

| \--MGRoot

\--MSEMinimalCDIFReadStream
--MSEApplicationModel

—_

Table C.7: Dendogramm of the clusters found in Moose 2.84
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Appendix D

SmallWiki 1.303 Results

Class name |#HorlzomaIRuIe|)(|#M|meVlew|)(|#UnorderedL|st|)(\#Llstltem|)(|#TempIa:eHead\)(|#OrderedL|st|)(|#Paragraph|)
Size Pattern 'Single’ 'Single’ 'Single’ 'Single’ Single’ Single’ Single’
No. Method Clumps ‘0’ ‘0’ 0’ ‘0’ 0’ 0’ ‘0’
AdderExtender 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AdderNormal 0.0 0.0 0.0 0.0 0.5 0.0 0.0
AdderOverrider 05 05 0.5 05 0.0 0.5 0.5
AliStatel 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AliState2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Alistate3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AllStateCleanl 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0 0.0 0.0
DataStorage 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Delegater 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Funnel 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Interface 05 0.5 0.5 0.5 0.5 0.5 0.5
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 1.0 1.0 1.0 1.0 0.0 1.0 1.0
SharingEntries4 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SingleEntry 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Singleton 0.0 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0 . 0.0
ThreeLayers 0.333333 0.333333 0.333333 0.333333 0.333333 0.333333 0.333333
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Table D.1: SmallWiki 1.303 Profiles

Class name (|#Preformatted|)(\#Documentl)(|#Tab\eCel||)(|#ResourceH|story|)(\#Prewousstructure\)(|#TemplateHeadNawgatlonD

Size Pattern 'Single’ Single’ Single’ "Mic

No. Method Clumps 0 o 0 '0' 0 0

AdderExtender 0.0 0.0 0.0 0.5 0.0 0.0
AdderNormal 0.0 0.0 0.0 0.0 0.0 0.0
AdderOverrider 0.5 0.5 0.5 0.0 0.5 0.5

AllStatel 0.0 0.0 0.0 0.0 0.0 0.0

AllState2 0.0 0.0 0.0 0.0 0.0 0.0

AllState3 0.0 0.0 0.0 0.0 0.0 0.0

AlistateCleanl 0.0 0.0 0.0 0.0 0.0 0.0

AlistateClean2 0.0 0.0 0.0 0.0 0.0 0.0

AlistateClean3 0.0 0.0 0.0 0.0 0.0 0.0

ConstantDefiner 0.0 0.0 0.0 0.0 0.0 0.0

DataStorage 0.0 0.0 0.0 0.0 0.0 0.0

Delegater 0.0 0.0 0.0 0.0 0.0 0.0

Funnel 0.0 0.0 0.0 0.0 0.0 0.0

Interface 0.5 0.5 0.5 0.5 0.5 0.5

MicroSpecialExtender 0.0 0.0 0.0 1.0 0.0 0.0

MicroSpecialOverrider 1.0 1.0 1.0 0.0 1.0 1.0

SharingEntries4 0.0 0.0 0.0 0.0 0.0 0.0

SharingEntries5 0.0 0.0 0.0 0.0 0.0 0.0

SingleEntry 0.0 0.0 0.0 0.0 0.0 0.0

Singleton 0.0 0.0 0.0 0.0 0.0 0.0

StructuredFlow 0.0 0.0 0.0 0.0 0.0 0.0

ThreeLayers 0.33333: 0.333333 0.333333 0.33333: 0.333333 0.333333

Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0

Table D.2: SmallWiki 1.303 Profiles
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Class name (|#PageView|)(J#NextStructure|)(|#ParentStructure|)(|#ParentStructure|)(|[#TemplateBodyPath|)(|#Role|)
Size Pattern "Micro’ "Micro’ "Micro "Micro’ "Micro’ cro’
No. Method Clumps 0 0 0 0 0 0
AdderExtender 0.0 0.0 0.0 0.0 0.0 0.0
AdderNormal 0.0 0.0 0.0 0.0 0.0 0.0
AdderOverrider 0.5 0.5 0.5 0.5 05 0.0
Alistatel 0.0 0.0 0.0 0.0 0.0 0.0
AllState2 0.0 0.0 0.0 0.0 0.0 0.0
AllState3 0.0 0.0 0.0 0.0 0.0 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0 0.0
DataStorage 0.0 0.0 0.0 0.0 0.0 0.0
Delegater 0.0 0.0 0.0 0.0 0.0 0.0
Funnel 0.0 0.0 0.0 0.0 0.0 0.0
Interface 05 0.5 05 0.5 0.5 1.0
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 1.0 1.0 1.0 1.0 1.0 0.0
SharingEntries4 0.0 0.0 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.0 0.0 0.0 0.0
SingleEntry 0.0 0.0 0.0 0.0 0.0 0.0
Singleton 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0 0.0
ThreeLayers 0.333333 0.333333 0.333333 0.333333 0.333333 0.333333
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0
Table D.3: Smallwiki 1.303 Profiles
Class name (|#VisitorRecentChanges|)(|#ErrorUnauthorized|)(|#ErrorNotFound|)(|#TemplateBodyReferences|)(|#PageHistory|)
Size Pattern "Micro’ "Micro’ "Micro’ "Micro’ "Micro’®
No. Method Clumps 0 0 0 0 0
AdderExtender 0.5 0.0 0.0 0.0 0.5
AdderNormal 0.0 0.0 0.0 0.0 0.0
AdderOverrider 05 1.0 1.0 0.5 0.0
Alistatel 0.0 0.0 0.0 0.0 0.0
AllState2 0.0 0.0 0.0 0.0 0.0
AllState3 0.0 0.0 0.0 0.0 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0
DataStorage 0.0 0.0 0.0 0.0 0.0
Delegater 0.0 0.0 0.0 0.0 0.0
Funnel 0.0 0.0 0.0 0.333333 0.333333
Interface 1.0 1.0 1.0 05 0.5
MicroSpecialExtender 1.0 0.0 0.0 0.0 1.0
MicroSpecialOverrider 1.0 1.0 1.0 1.0 0.0
SharingEntries4 0.0 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.0 0.0 0.0
SingleEntry 0.0 0.0 0.0 0.5 0.5
Singleton 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0
ThreeLayers 0.333333 0.333333 0.333333 0.333333 0.333333
Wide Interface 0.0 0.0 0.0 0.0 0.0
Table D.4: SmallWiki 1.303 Profiles
Class name (|#Table|)(|#RedirectAction|)(|#TableRow|)(|#ViewAction|)(|#TemplateBodyTitle[)(|#Logout|)(|#LinkExternal|)
Size Pattern 'Micro’  ’Micro’ "Micro "Micro’ "Micro’ "Micro "Micro’
No. Method Clumps 0 0 0 0 0 0
AdderExtender 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AdderNormal 1.0 0.0 0.5 0.0 0.0 0.0 0.0
AdderOverrider 05 05 05 0.5 0.5 0.666667  0.666667
AllStatel 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AllState2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AllState3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AlistateClean3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.5 1.0 0.5 0.0 0.0
DataStorage 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Delegater 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Funnel 0.0 0.666667 0.0 0.0 0.0 0.25 0.0
Interface 1.0 05 1.0 1.0 1.0 0.666667  0.666667
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 1.0 1.0 1.0 1.0 1.0 1.0 1.0
SharingEntries4 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SingleEntry 0.0 1.0 0.0 0.0 0.0 0.5 0.0
Singleton 0.0 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 . 0.0 0.0 0.0 0.0 .0
ThreeLayers 0.333333  0.333333 0.333333 0.333333 0.333333 0.333333  0.333333
Wide Interface 0.0 0.0 0.0 0.0 0.0 0

Table D.5: SmallWiki 1.303 Profiles
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Class name (|#RecentChanges|)([#Wikiltem|)(|#Securitylnformation|)(|#LinkMail Tol|)(|#SessionAction|)(|#Header|)
Size Pattern "Micro’ "Micro’ "Micro "Micro’ "Micro’ "Micro’
No. Method Clumps 0 0 0 0 0 0
AdderExtender 0.333333 0.0 0.0 0.0 0.333333 0.0
AdderNormal 0.0 0.0 0.333333 0.0 0.0 0.0
AdderOverrider 0.333333 0.0 0.0 0.666667 0.0 0.333333
Alistatel 0.0 0.0 0.0 0.0 0.0 0.0
AllState2 0.0 0.0 0.0 0.0 0.0 0.0
AllState3 0.0 0.0 0.0 0.0 0.333333 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0 0.0
DataStorage 0.0 0.0 0.0 0.0 0.25 0.5
Delegater 0.0 0.0 0.0 0.0 0.0 0.0
Funnel 0.25 0.0 0.333333 0.0 0.5 0.0
Interface 0.666667 0.333333 0.333333 0.666667 0.333333 0.333333
MicroSpecialExtender 0.5 0.0 0.0 0.0 0.5 0.0
MicroSpecialOverrider 0.5 0.0 0.0 1.0 0.0 0.5
SharingEntries4 0.0 0.0 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.0 0.0 0.5 0.0
SingleEntry 0.5 0.0 0.5 0.0 0.5 0.0
Singleton 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0 0.0
ThreeLayers 0.333333 0.333333 0.333333 0.333333 1.0 1.0
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0
Table D.6: SmallWiki 1.303 Profiles
Class name (I1#AdminRole|)([#InvisibleAction|)(|#TemplateBodyContents|)(|#Text|)(|#VisitorReferences|)(|#HistoryAction|)
Size Pattern "Micro’ "Micro’ "Micro’ "Micro’  'Micro’ "Micro®
No. Method Clumps 0 0 0 0 0 0
AdderExtender 0.0 0.0 0.0 0.0 0.0 0.0
AdderNormal 0.0 0.333333 0.0 0.25 0.0 0.0
AdderOverrider 0.333333 0.333333 0.666667 0.25 05 0.4
Alistatel 0.0 0.0 0.0 0.0 0.0 0.0
AllState2 0.0 0.0 0.0 0.333333 0.333333 0.0
AllState3 0.0 0.333333 0.0 0.0 0.0 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 1.0 0.0 0.5 0.0 0.0 0.0
DataStorage 0.0 0.25 0.0 0.5 0.5 0.0
Delegater 1.0 0.0 0.0 0.0 0.0 0.0
Funnel 0.0 0.333333 0.0 0.0 0.0 0.142857
Interface 1.0 0.666667 1.0 0.5 0.5 0.4
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.5 0.5 1.0 0.333333 0.666667 0.666667
SharingEntries4 0.0 0.0 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.333333 0.0 0.333333 0.333333 0.0
SingleEntry 0.0 0.5 0.0 0.0 0.0 0.4
Singleton 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0 0.5
ThreeLayers 0.333333 1.0 0.333333 1.0 1.0 0.333333
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0
Table D.7: Smallwiki 1.303 Profiles
Class name (|#ErrorAction|)(|#TemplateHeadTitle|)(|#DocumentComposite|)(|#Code|)(|[#SwazooServer|)(|#Storage|)
Size Pattern "Micro’ "Micro’ "Micro’ ‘Micro’  "Micro’ "Micro’
No. Method Clumps 0 ‘0 0 0 0 0
AdderExtender 0.0 0.0 0.2 0.0 0.0 0.0
AdderNormal 0.2 0.0 0.0 0.2 0.0 0.333333
AdderOverrider 0.4 0.4 0.0 0.2 0.166667 0.0
AllStatel 0.0 0.0 0.333333 0.0 0.333333 0.0
AllState2 0.0 0.0 0.333333 0.0 0.333333 0.333333
AllState3 0.0 0.0 0.333333 0.0 0.333333 0.0
AliStateCleanl 0.0 0.333333 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.333333 0.0 0.0 0.0 0.0
AlistateClean3 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.333333 0.0 0.0 0.0 0.0 0.0
DataStorage 0.0 0.5 0.25 0.0 0.0 0.5
Delegater 0.0 0.0 0.5 0.0 0.5 0.0
Funnel 0.142857 0.0 0.0 0.166667 0.0 0.2
Interface 0.8 0.4 0.4 0.4 0.333333 0.333333
MicroSpecialExtender 0.0 0.0 0.333333 0.0 0.0 0.0
MicroSpecialOverrider 0.666667 0.666667 0.0 0.333333 0.25 0.0
SharingEntries4 0.0 0.333333 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.75 0.0 0.5 0.2
SingleEntry 1.0 0.0 0.0 0.666667 0.0 0.5
Singleton 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0 0.0
ThreeLayers 0.333333 1.0 1.0 0.333333 0.666667 1.0
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0

Table D.8: SmallWiki 1.303 Profiles
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Class name ([#WikiScanner|)(|#Link]|)(|#TemplateBodySession|)(|#VisitorSearch|)(|#Permission|)(|#VisitorCollector|)

Size Pattern "Micro’ 'Micro’  'Micro’ "Micro’ "Micro’ "Micro’

No. Method Clumps kN 0 0 ‘0 0 0
AdderExtender 0.0 0.0 0.142857 0.142857 0.142857 0.142857
AdderNormal 0.333333 0.166667 0.0 0.0 0.285714 0.0
AdderOverrider 0.0 0.0 0.142857 0.428571 0.142857 0.0
Alistatel 0.0 0.0 0.0 0.0 0.0 0.333333
Alistate2 0.0 0.0 0.0 0.0 0.333333 0.0
AllState3 0.0 0.0 0.0 0.666667 0.333333 0.0
AliStateCleanl 0.0 0.0 0.666667 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0 0.333333
AliStateClean3 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.5 0.25 0.0 0.0 0.0 0.0
DataStorage 0.0 0.5 1.0 0.5 0.5 1.0
Delegater 0.0 0.0 0.0 0.0 0.333333 0.0
Funnel 0.125 0.0 0.0 05 0.142857 0.0
Interface 0.666667 0.5 0.285714 0.571429 0.714286 0.142857
MicroSpecialExtender 0.0 0.0 0.2 0.2 0.2 0.2
MicroSpecialOverrider 0.0 0.0 .2 0.6 0.2 0.0
SharingEntries4 0.0 0.166667 0.333333 0.0 0.285714 0.333333
SharingEntries5 0.0 0.0 0.0 0.166667 0.285714 0.0
SingleEntry 0.666667 0.0 0.0 0.5 0.5 0.0
Singleton 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0 0.0
ThreeLayers 0.333333 1.0 1.0 1.0 1.0 1.0
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0

Table D.9: SmallWiki 1.303 Profiles

Class name (|#SwazooSite|)(|#VisitorRenderer|)(|#TemplateBody|)(|#TemplateBodyActions|)(|#TemplateBodyCustom|)(|#FifoCache|)
Size Pattern "Normal’ "Normal’ 'Normal' "Normal’ "Normal' "Normal’
No. Method Clumps 0 0 0 0 0 0
AdderExtender 0.0 0.0 0.0 0.111111 0.111111 0.111111
AdderNormal 0.125 0.0 0.111111 0.0 0.0 0.0
AdderOverrider 0.0 0.25 0.222222 0.111111 0.111111 0.111111
Alistatel 0.0 0.0 0.0 0.0 0.0 0.0
AllState2 0.333333 0.333333 0.0 0.0 0.0 0.333333
AllState3 0.333333 0.0 0.0 0.0 0.0 0.333333
AliStateCleanl 0.0 0.333333 0.666667 0.333333 0.333333 0.666667
AliStateClean2 0.0 0.333333 0.0 0.0 0.0 0.0
AliStateClean3 0.333333 0.0 0.0 0.0 0.666667 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0 0.0
DataStorage 05 0.5 0.666667 0.333333 0.666667 0.666667
Delegater 0.0 0.5 0.0 0.0 0.0 0.0
Funnel 0.125 0.0 0.0 0.125 0.2 0.2
Interface 0.125 0.375 0.333333 0.222222 0.222222 0.222222
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0 0.0 0.0 0.0
SharingEntries4 0.125 0.166667 0.6 0.375 0.4 0.2
SharingEntries5 0.25 0.166667 0.0 0.0 0.0 0.2
SingleEntry 0.285714 0.0 0.0 0.166667 1.0 0.333333
Singleton 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.5 0.0 0.0 1.0 0.0 0.0
ThreeLayers 1.0 1.0 1.0 1.0 1.0 1.0
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0
Table D.10: SmallWiki 1.303 Profiles
Class name ([#LinkInternal|)([#TemplateBodyW3C|)(|#TemplateBodySearch|)(|#Cache|)(|#Page|)(|#PropertyManager|)(|#Template|)
Size Pattern "Normal’ "Normal’ ‘Normal' ‘Normal' 'Normal' 'Normal’ ‘Normal'
No. Method Clumps 0 0 ‘0 0 0 0 0
AdderExtender 0.0 0.111111 0.111111 0.111111 0.090909 0.090909 0.0
AdderNormal 0.111111 0.0 0.0 0.222222 0.090909 0.363636 0.583333
AdderOverrider 0.333333 0.111111 0.111111 0.0 0.090909 0.090909 0.0
AllStatel 0.0 0.0 0.0 0.333333 0.333333 0.333333 0.0
AllState2 0.0 0.0 0.0 0.333333 0.333333 0.333333 0.0
AllState3 0.0 0.0 0.0 0.333333 0.0 0.333333 0.0
AliStateCleanl 0.0 1.0 1.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AlistateClean3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0 0.0 0.0
DataStorage 0.333333 1.0 1.0 0.0 0.333333 0.333333 0.0
Delegater 0.0 0.0 0.0 05 0.0 0.75 0.0
Funnel 0.375 0.0 0.0 0.125 0.0 0.125 0.25
Interface 0.444444 0.222222 0.222222 0.555556 0.272727 0.818182 0.583333
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SharingEntries4 0.125 0.333333 0.333333 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.0 0.5 0.125 1.0 0.0
SingleEntry 0.666667 0.0 0.0 0.2 0.0 0.5 0.2
Singleton 0.0 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 1.0 0.0 0.0 0.5 0.0 0.0 0.0
ThreeLayers 1.0 1.0 1.0 0.666667 1.0 1.0 0.666667
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Table D.11: SmallWiki 1.303 Profiles

96



97

Class name (I#SIXXStorage|)(|#ResourceEdit|)(|#BasicRole|)(|#PageEdit|)(|#VisitorRendererWikil|)(|#FolderEdit|)(|#Login|)
Size Pattern "Normal’ "Normal' ‘Normal' 'Normal' "Normal’ ’Normal' ‘Normal'
No. Method Clumps 0 0 0 0 0 0’ 0
AdderExtender 0.0 0.333333 0.166667 0.166667 0.25 0.0 0.0
AdderNormal 0.0833333 0.0833333 0.166667 0.166667 0.0 0.0769231 0.0
AdderOverrider 0.0833333 0.0833333 0.0833333 0.0833333 0.75 0.0769231 0.230769
Alistatel 0.333333 0.0 0.333333 0.0 0.333333 0.0 0.0
Alistate2 0.333333 0.333333 0.333333 0.666667 0.333333 0.0 0.0
AllState3 0.0 0.333333 0.0 0.666667 0.333333 0.333333 0.333333
AliStateCleanl 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.666667 0.0 0.333333 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0 0.0 0.0
DataStorage 05 0.5 0.125 0.25 0.0 0.125 0.375
Delegater 0.0 0.0 0.8 0.0 0.0 0.0 0.0
Funnel 0.25 0.25 0.0 0.25 0.875 0.25 0.5
Interface 0.166667 0.5 0.75 0.416667 1.0 0.153846 0.230769
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SharingEntries4 0.125 0.25 0.25 0.125 0.0 0.0 0.375
SharingEntries5 0.125 0.125 0.625 0.5 0.25 0.25 0.125
SingleEntry 0.428571 1.0 0.0 0.5 0.666667 0.230769 0.3
Singleton 0.0 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.5 0.0 0.0 0.5 0.0 1.0 1.0
ThreeLayers 1.0 1.0 1.0 1.0 0.666667 1.0 1.0
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Table D.12: SmallWiki 1.303 Profiles
Class name (|#EditAction|)(J#User|)([#Search|)(|#TemplateHeadMetal)(|[#ExpiringCache|)(|#Folder|)(|#VisitorRendererHtml|)
Size Pattern "Normal’ ‘Normal' "Normal'  ’'Normal’ "Normal' ‘Normal’  ’'Normal’
No. Method Clumps 0 0 0 0 0 0 0
AdderExtender 0.0769231 0.125 0.0588235 0.0 0.117647 0.0555556  0.0555556
AdderNormal 0.0769231 0.25 0.0588235 0.0 0.0 0.222222 0.0
AdderOverrider 0.153846 0.0625  0.0588235 0.117647 0.0588235 0.277778  0.833333
Alistatel 0.0 0.333333 0.0 0.0 0.0 0.333333 0.0
AllState2 0.0 0.333333 0.333333 0.0 1.0 0.333333 0.333333
AllState3 0.666667 0.333333 0.0 0.0 1.0 0.333333 0.333333
AliStateCleanl 0.0 0.0 1.0 1.0 1.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0 0.0833333 0.0
DataStorage 0.125 0.4 0.8 1.0 0.8 0.0833333 0.166667
Delegater 0.0 0.5 0.0 0.0 0.0 0.0 0.0
Funnel 0.25 0.25 0.125 0.25 0.25 0.375 0.125
Interface 0.307692 0.5625 0.176471 0.117647 0.176471 0.611111 0.888889
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SharingEntries4 0.0 0.25 0.375 0.25 0.125 0.0 0.0
SharingEntries5 0.25 0.75 0.125 0.0 0.375 0.75 0.375
SingleEntry 0.454545 0.2 0.571429 05 0.333333 0.285714  0.333333
Singleton 0.0 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.5 05 0.0 0.0 05 1.0 0.5
ThreeLayers 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Table D.13: SmallWiki 1.303 Profiles
Class name (|#Visitor|)(|#SnapshotStorage|)(|#Resource|)(|#TemplateEdit|)(|#Request|)(|#Action|)(|#Response|)
Size Pattern "Normal’ ‘Normal' "Normal' ‘Normal' "Normal’ 'Normal'  'Normal’
No. Method Clumps 0 0 0 0 0 ‘0 0
AdderExtender 0.0 0.047619 0.0434783 0.0 0.0 0.0 0.0
AdderNormal 0.904762 0.047619 0.347826 0.333333 0.30303 0.181818  0.194444
AdderOverrider 0.0 0.047619 0.0434783 0.0740741 0.0 0.0 0.0
AllStatel 0.0 1.0 1.0 0.0 0.0 0.0 1.0
AllState2 0.0 0.333333 0.333333 0.0 0.4 0.333333 0.333333
AllState3 0.0 0.333333 0.333333 0.333333 0.4 1.0 0.666667
AliStateCleanl 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.333333 0.333333 0.0 0.333333
AlistateClean3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0 0.0909091 0.0
DataStorage 0.0 0.285714 0.357143 0.222222 0.590909 0.272727  0.375
Delegater 0.0 0.0 0.0 0.0 0.0 0.2 0.0
Funnel 1.0 0.375 0.25 0.375 0.125 0.25 0.25
Interface 0.904762 0.142857 0.434783 0.407407 0.30303 0.272727 0.194444
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SharingEntries4 0.0 0.25 0.125 0.5 0.25 0.5 0.25
SharingEntries5 0.0 0.5 0.625 0.25 0.5 0.625 0.25
SingleEntry 0.285714 0.125 0.285714 0.166667 0.454545 0.190476  0.0714286
Singleton 0.0 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 1.0 1.0 05 1.0 1.0 1.0 0.0
ThreeLayers 0.333333 1.0 1.0 1.0 1.0 1.0 1.0
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Table D.14: SmallWiki 1.303 Profiles
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Class name

Size Pattern

No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel

Alistate2

Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater

Funnel

Interface
MicroSpecialExtender

(|#WikiParser|)(|#Server]|)(|#HtmIWriteStream|)(|#Structure|)

"Normal’
0

0.0
0.767442
0.0
0.333333
0.333333
0.333333
0.0
0.0
0.0
0.103448
0.0714286
0.0
0.625
0.837209

0.0

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

0.0
1.0
0.153846

"Normal’
0
0.0
0.155556
0.0
0.333333
0.333333
0.333333
0.333333
0.0
0.0
0.0
0.366667
0.0

0.125
0.177778

‘Giant’

0
0.0133333
0.613333

0.0

0.666667
0.0
0.666667
0.0
0.0
0.0
0.0
0.04
0.0
1.0
0.626667
0.0
0.0
0.0
0.5
0.075
0.0

‘Giant'

o
0.025641
0.205128
0.0128205

0.6

0.6

0.6

0.0

0.333333

0.666667

0.0384615
0.269231

0.0
1.0
0.269231
0.0
0.0

0.75

0.875

0.0833333

Table D.15: SmallWiki 1.303 Profiles
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Appendix E

Moose 2.84 Results

([#SortExpressionVisitor])(J#VisualWorksNamespacelmporter|)([#MSEApplicationModel|)(|#Smallinteger|)([#MOF TypeAlias|)

Class name
Size Pattern 'Single’ 'Single’ 'Single’ 'Single’ 'Single’
No. Method Clumps 0" 0’ ‘0’ 0’ 0"
AdderExtender 0.0 0.0 0.5 0.0 0.0
AdderNormal 0.5 0.0 0.0 0.5 0.0
AdderOverrider 0.0 0.5 0.0 0.0 0.0
AliStatel 0.0 0.0 0.0 0.0 0.0
AliState2 0.0 0.0 0.0 0.0 0.0
Alistate3 0.0 0.0 0.0 0.0 0.0
AllStateCleanl 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0
DataStorage 0.0 0.0 0.0 0.0 0.0
Delegater 0.0 0.0 0.0 0.0 0.0
Funnel 0.0 0.0 0.0 0.0 0.0
Interface 05 0.5 0.5 0.5 0.0
MicroSpecialExtender 0.0 0.0 1.0 0.0 0.0
MicroSpecialOverrider 0.0 1.0 0.0 0.0 0.0
SharingEntries4 0.0 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.0 0.0 0.0
SingleEntry 0.0 0.0 0.0 0.0 0.0
Singleton 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0
ThreeLayers 0.333333 0.333333 0.333333 0.333333 0.0
Wide Interface 0.0 0.0 0.0 0.0 0.0
Table E.1: Moose version 2.84 Profiles
Class name (l#DSAndOperator]|)(|[#DSBottomValuesOperator|)(|#DSHigherThanOperator])(|#DSLowerThanOperator|)([#DSTopValuesOperator|)
Size Pattern "Micro’ "Micro’ "Micro’ "Micro’ "Micro’
No. Method Clumps 0 0 0 0 0
AdderExtender 0.0 0.0 0.0 0.0 0.0
AdderNormal 0.0 0.0 0.0 0.0 0.0
AdderOverrider 0.5 0.5 0.5 0.5 0.5
AllStatel 0.0 0.0 0.0 0.0 0.0
AllState2 0.0 0.0 0.0 0.0 0.0
AllState3 0.0 0.0 0.0 0.0 0.0
AlistateCleanl 0.0 0.0 0.0 0.0 0.0
AlistateClean2 0.0 0.0 0.0 0.0 0.0
AlistateClean3 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.5 0.5 0.5 0.5 05
DataStorage 0.0 0.0 0.0 0.0 0.0
Delegater 0.0 0.0 0.0 0.0 0.0
Funnel 0.0 0.0 0.0 0.0 0.0
Interface 1.0 1.0 1.0 1.0 1.0
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 1.0 1.0 1.0 1.0 1.0
SharingEntries4 0.0 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.0 0.0 0.0
SingleEntry 0.0 0.0 0.0 0.0 0.0
Singleton 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0
ThreeLayers 0.333333 0.333333 0.333333 0.333333 0.333333
Wide Interface 0.0 0.0 0.0 0.0 0.0

Table E.2: Moose version 2.84 Profiles
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APPENDIX E. MOOSE 2.84 RESULTS

Table E.3: Moose version 2.84 Profiles

Class name
Size Pattern "Micro’ "Micro’ "Micro’ "Micro’
No. Method Clumps 0 0 0 0
AdderExtender 0.0 0.0 0.0 0.0
AdderNormal 0.0 0.0 0.0 0.0
AdderOverrider 0.5 0.0 0.0 1.0
Alistatel 0.0 0.0 0.0 0.0
AllState2 0.0 0.0 0.0 0.0
AllState3 0.0 0.0 0.0 0.0
AlistateCleanl 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0
ConstantDefiner 0.5 0.0 0.0 0.0
DataStorage 0.0 0.0 0.0 0.0
Delegater 0.0 0.0 0.0 0.0
Funnel 0.0 0.0 0.0 0.333333
Interface 1.0 0.0 0.0 1.0
MicroSpecialExtender 0.0 0.0 0.0 0.0
MicroSpecialOverrider 1.0 0.0 0.0 1.0
SharingEntries4 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.0 0.0
SingleEntry 0.0 0.0 0.0 0.5
Singleton 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0
ThreeLayers 0.333333 0.0 0.0 0.333333
Wide Interface 0.0 0.0 0.0 0.0

o0

0.0
0.5

0.0
0.0
0.0
0.0

0.0

0.0

0.0

0.0

0.0
0.0

(|#DSOrOperator|)([#FAMIXModelSmalltalkQueryFacade|)(|#MGRoot|)([#MGMethodCollectionUl|)(|#SelectExpressionVisitor|)
"Micro’

0.333333

05

0.0
0.0
0.0
0.0

1.0
0.0

0.0

0.333333

0.0

(|1#MOFTypedElement|)(|#FAMIXSourceFile|)(|#ItemLabel|)(|j#MOFNamespace|)(|#FAMIXAbstractAssociation|)(|#ltemChildren|)

Class name
Size Pattern "Micro’ "Micro’ "Micro’ "Micro’ "Micro’ "Micro’
No. Method Clumps 0 0 0 0 0 0
AdderExtender 0.0 0.0 0.0 0.0 0.0 0.0
AdderNormal 0.0 0.0 0.0 0.5 0.0 0.0
AdderOverrider 0.0 0.5 1.0 0.0 0.0 1.0
Alistatel 0.0 0.0 0.0 0.0 0.0 0.0
AllState2 0.0 0.0 0.0 0.333333 0.0 0.0
AllState3 0.0 0.0 0.0 0.0 0.0 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.5 0.5 0.0 1.0 0.0
DataStorage 05 0.0 0.0 0.25 0.0 0.0
Delegater 0.0 0.0 0.0 0.0 0.0 0.0
Funnel 0.0 0.0 0.0 0.0 0.0 0.0
Interface 0.0 1.0 1.0 0.5 1.0 1.0
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 1.0 1.0 0.0 0.0 1.0
SharingEntries4 0.0 0.0 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.0 0.5 0.0 0.0
SingleEntry 0.0 0.0 0.0 0.0 0.0 0.0
Singleton 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0 0.0
ThreeLayers 0.666667 0.333333 0.333333 1.0 0.333333 0.666667
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0
Table E.4: Moose version 2.84 Profiles

Class name (I#MGAndCombinedFlawDetector|)([#DSRelativeOperator|)(|#MGSingleClassMetricFlawDetector|)(|#MGSingleMethodMetricFlawDetector|)
Size Pattern "Micro’ "Micro’ "Micro "Micro

No. Method Clumps 0’ 0’ 0

AdderExtender 0.0 0.0 0.0 0.0
AdderNormal 0.0 0.0 0.0 0.0
AdderOverrider 0.5 1.0 1.0 1.0

AllStatel 0.0 0.0 0.0 0.0

AllState2 0.0 0.0 0.0 0.0

AllState3 0.0 0.0 0.0 0.0
AliStateCleanl 0.0 0.0 0.0 0.0

AliStateClean2 0.0 0.0 0.0 0.0

AlistateClean3 0.0 0.0 0.0 0.0

ConstantDefiner 0.5 0.0 0.0 0.0

DataStorage 0.0 0.0 0.0 0.0

Delegater 0.0 0.0 0.0 0.0

Funnel 0.0 0.333333 0.0 0.0

Interface 1.0 1.0 1.0 1.0

MicroSpecialExtender 0.0 0.0 0.0 0.0

MicroSpecialOverrider 1.0 1.0 1.0

SharingEntries4 0.0 0.0 0.0 0.0

SharingEntries5 0.0 0.0 0.0 0.0

SingleEntry 0.0 0.5 0.0 0.0

Singleton 0.0 0.0 0.0 0.0

StructuredFlow 0.0 0.0 0.0 0.0

ThreeLayers 0.333333 0.333333 0.333333 0.333333

Wide Interface 0.0 0.0 0.0 0.0

Table E.5: Moose version 2.84 Profiles
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(|1#MSEModelMVAttributeDescriptor|)(|j#DSAbsoluteOperator|)(|#MGOrCombinedFlawDetector|)(|[#MGNOPO

verrideDetector]|)(|[#ltemEditor|)
ro’

Class name

Size Pattern "Micro’ "Micro’ "Micro’ "Mic "Micro’

No. Method Clumps 0 0 0 0 0
AdderExtender 0.0 0.0 0.0 0.0 0.0
AdderNormal 0.5 0.0 0.0 0.0 0.0
AdderOverrider 0.5 1.0 0.5 1.0 0.333333
Alistatel 0.0 0.0 0.0 0.0 0.0
AllState2 0.0 0.0 0.0 0.0 0.0
AllState3 0.0 0.0 0.0 0.0 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.5 0.0 0.5 0.0 0.0
DataStorage 0.0 0.0 0.0 0.0 0.0
Delegater 0.0 0.0 0.0 0.0 0.0
Funnel 0.0 0.333333 0.0 0.0 0.0
Interface 1.0 1.0 1.0 1.0 0.333333
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 1.0 1.0 1.0 1.0 0.5
SharingEntries4 0.0 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.0 0.0 0.0
SingleEntry 0.0 0.5 0.0 0.0 0.0
Singleton 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0
ThreeLayers 0.333333 0.333333 0.333333 0.333333 0.666667
Wide Interface 0.0 0.0 0.0 0.0 0.0

Table E.6: Moose version 2.84 Profiles

(|l#MOFConstant|)(|#CompiledMethod|)(|#MOFAttribute|)(|[#MSESchemal)(|#ltemService|)(|#MGClassCollectionUl|)(|#XMIReader|)
e v y

Class name
Size Pattern "Micro’ "Micro’ "Micro’ Micro® "Micro’ "Micro’
No. Method Clumps 0 0 0 0 ‘0 0 0
AdderExtender 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AdderNormal 0.0 0.666667 0.0 0.666667 1.0 0.0 1.0
AdderOverrider 0.0 0.0 0.0 0.0 0.0 0.666667 0.0
Alistatel 0.0 0.0 0.0 0.333333 0.0 0.0 0.0
AllState2 0.0 0.0 0.0 0.333333 0.0 0.0 0.0
AllState3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0 0.0 0.0
DataStorage 05 0.0 0.5 0.0 0.0 0.0 0.0
Delegater 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Funnel 0.0 0.0 0.0 0.0 0.0 0.25 0.0
Interface 0.0 0.666667 0.0 0.666667 1.0 0.666667 1.0
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0 0.0 0.0 1.0 0.0
SharingEntries4 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.0 1.0 0.0 0.0 0.0
SingleEntry 0.0 0.0 0.0 0.0 0.0 1.0 0.0
Singleton 0.0 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ThreeLayers 0.666667 0.666667 0.666667 0.666667 0.333333 0.333333 0.333333
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Table E.7: Moose version 2.84 Profiles

Class name (|#Sourcelmporter|)(|#VisualWorksIimporterAbstractPanel|)(|#MGMisplacedMethodDetector|)(|#CandidatelnvocationsWithBaseOperator|)
Size Pattern "Micro’ "Micro’ "Micro’ "Micro’

No. Method Clumps 0’ 0’ 0 0

AdderExtender 0.0 0.0 0.0 0.0

AdderNormal 0.0 0.333333 0.0 0.0

AdderOverrider 0.333333 0.0 0.666667 0.666667

AllStatel 0.0 0.0 0.0 0.0

AllState2 0.0 0.0 0.0 0.0

AllState3 0.0 0.0 0.0 0.0

AliStateCleanl 0.0 0.0 0.0 0.0

AliStateClean2 0.0 0.0 0.0 0.0

AlistateClean3 0.0 0.0 0.0 0.0

ConstantDefiner 0.0 0.0 0.0 0.0

DataStorage 0.0 05 0.0 0.0

Delegater 0.0 0.0 0.0 0.0

Funnel 0.25 0.0 0.2 0.0

Interface 0.333333 0.666667 0.666667 0.666667

MicroSpecialExtender 0.0 0.0 0.0 0.0

MicroSpecialOverrider 0.5 0.0 1.0 1.0

SharingEntries4 0.0 0.0 0.0 0.0

SharingEntries5 0.0 0.0 0.0 0.0

SingleEntry 0.5 0.0 1.0 0.0

Singleton 0.0 0.0 0.0 0.0

StructuredFlow 0.5 0.0 0.0 0.0

ThreeLayers 0.333333 1.0 0.333333 0.333333

Wide Interface 0.0 0.0 0.0 0.0

Table E.8: Moose version 2.84 Profiles
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Class name (|#DSAdapterOperator|)(|J#FAMIXExpressionArgument|)([#MSECDIFFilteringSaver|)(|#SmalltalkAnnotatorOperator|)(|#SingleValueToXMLConverter|)
Size Pattern "Micro’ "Micro’ "Micro’ "Micro’ "Micro’
No. Method Clumps 0 0 0 0 0
AdderExtender 0.0 0.0 0.0 0.0 0.0
AdderNormal 0.0 0.0 0.0 0.0 1.0
AdderOverrider 0.333333 0.0 0.666667 0.75 0.25
Alistatel 0.0 0.0 0.0 0.0 0.0
Alistate2 0.0 0.0 0.333333 0.0 0.0
AllState3 0.0 0.0 0.0 0.0 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.5 0.0 0.0 0.0
DataStorage 0.0 0.5 0.5 0.0 0.0
Delegater 0.0 0.0 0.0 0.0 0.0
Funnel 05 0.0 0.0 0.0 0.166667
Interface 0.333333 0.333333 0.666667 0.75 1.0
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.5 0.0 1.0 1.0 0.333333
SharingEntries4 0.0 0.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 1.0 0.0 0.0
SingleEntry 0.5 0.0 0.0 0.0 0.5
Singleton 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0
ThreeLayers 0.333333 1.0 1.0 0.333333 0.333333
Wide Interface 0.0 0.0 0.0 0.0 0.0
Table E.9: Moose version 2.84 Profiles

Class name (|#FAMIXLocalVariable|)(|#MSEPropertyOperator|)([#DSNamedExpression|)(|#DSOperand|)([#MSEMinimalCDIFReadStream|)

Size Pattern "Micro’ "Micro’ "Micro’ "Micro "Micro’

No. Method Clumps 0 0 0 0 0

AdderExtender 0.25 0.0 0.0 0.0 0.0

AdderNormal 0.0 0.0 0.0 0.0 0.0

AdderOverrider 0.5 0.5 0.25 0.5 0.0

Alistatel 0.0 0.0 0.0 0.333333 0.333333

AllState2 0.0 0.0 0.0 0.333333 0.333333

AllState3 0.0 0.333333 0.0 0.0 0.0

AliStateCleanl 0.0 0.0 0.0 0.0 0.0

AliStateClean2 0.0 0.0 0.0 0.0 0.0

AliStateClean3 0.0 0.0 0.0 0.0 0.0

ConstantDefiner 0.333333 0.333333 0.0 0.0 0.0

DataStorage 0.0 0.0 0.5 0.0 0.0

Delegater 0.0 0.0 0.0 0.0 1.0

Funnel 0.0 0.4 0.0 0.0 0.0

Interface 1.0 0.75 0.25 05 0.75

MicroSpecialExtender  0.333333 0.0 0.0 0.0 0.0

MicroSpecialOverrider 0.666667 0.666667 0.333333 0.666667 0.0

SharingEntries4 0.0 0.0 0.0 0.0 0.0

SharingEntries5 0.0 0.2 0.0 1.0 0.75

SingleEntry 0.0 0.5 0.0 0.0 0.0

Singleton 0.0 0.0 0.0 0.0 0.0

StructuredFlow 0.0 0.0 0.0 0.0 0.0

ThreeLayers 0.333333 0.666667 1.0 0.666667 0.666667

Wide Interface 0.0 0.0 0.0 0.0 0.0

Table E.10: Moose version 2.84 Profiles

Class name (|#DSCompositionOperator|)([#MOFReference|)(|#DSFilteringOperator|)(|#FAMIXAccessArgument|)([#MOFImport|)(j#MOFParameter|)

Size Pattern "Micro’ "Micro "Micro’ "Micro® "Micro’ "Micro’

No. Method Clumps 0 0 0 ‘0 0 ‘0
AdderExtender 0.0 0.0 0.0 0.2 0.0 0.0
AdderNormal 0.0 0.4 0.0 0.0 0.4 0.0
AdderOverrider 0.5 0.0 0.2 0.0 0.0 0.0
AllStatel 0.0 0.0 0.666667 0.0 0.0 0.0
AllState2 0.0 0.333333 0.333333 0.0 0.333333 0.0
AllState3 0.0 0.0 0.0 0.0 0.0 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0 0.0
AlistateClean3 0.0 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.333333 0.0 0.0
DataStorage 0.0 0.5 0.5 0.5 05 1.0
Delegater 0.0 0.0 0.0 0.0 0.0 0.0
Funnel 0.333333 0.0 0.0 0.0 0.0 0.0
Interface 05 0.4 0.4 0.4 0.4 0.0
MicroSpecialExtender 0.0 0.0 0.0 0.333333 0.0 0.0
MicroSpecialOverrider 0.666667 0.0 0.333333 0.0 0.0 0.0
SharingEntries4 0.0 0.0 0.333333 0.0 0.0
SharingEntries5 0.0 0.5 0.5 0.0 0.5 0.0
SingleEntry 0.5 0.0 0.0 0.0 0.0 0.0
Singleton 0.0 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.0 0.0 0.0 0.0
ThreeLayers 0.333333 1.0 1.0 1.0 1.0 0.666667
Wide Interface 0.0 0.0 0.0 0.0 0.0 0.0

Table E.11: Moose version 2.84 Profiles
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(|#VisualWorksIimporterParcelPanel)(|#MO|

Class name

Size Pattern "Micro’
No. Method Clumps ‘0"
AdderExtender 0.0
AdderNormal 0.2
AdderOverrider 0.2
Alistatel 0.333333
Alistate2 0.0
AllState3 0.333333
AlistateCleanl 0.0
AlistateClean2 0.0
AlistateClean3 0.0
ConstantDefiner 0.0
DataStorage 0.0
Delegater 0.0
Funnel 0.4
Interface 0.4
MicroSpecialExtender 0.0

MicroSpecialOverrider 0.333333

SharingEntries4 0.0
SharingEntries5 0.2
SingleEntry 0.5
Singleton 0.0
StructuredFlow 0.0
ThreeLayers 0.666667
Wide Interface 0.0

‘M "Micro
0 0 0
0.0 0.0 0.0
0.4 0.0 0.4
0.0 0.0 0.2
0.0 0.0 0.0
0.333333 0.0 0.0
0.0 0.0 0.0
0.0 0.0 0.333333
0.0 0.0 0.0
0.0 0.0 0.0
0.0 0.0 0.0
0.5 1.0 0.5
0.0 0.0 0.0
0.0 0.0 0.0
0.4 0.0 0.6
0.0 0.0 0.0
0.0 0.0 0.333333
1.0 0.0 1.0
1.0 0.0 0.0
0.0 0.0 0.0
0.0 0.0 0.0
0.0 0.0 0.0
1.0 0.666667 1.0
0.0 0.0 0.0

Table E.12: Moose version 2.84 Profiles

FDataType|)(|#MOFTag|)([#MSECDIFFilteringlmporter|)(|j#OperatorManagerUl|)
icro® "Micro’ } "Micro’

o
0.166667
0.166667
0.0
0.333333
0.0
0.333333
0.0
0.0
0.0
0.0
0.0
0.0
0.4
0.333333
0.25
0.0
0.0
0.2
0.5
0.0
0.5
0.666667
0.0

Class name (|#MGCorrelationChart|)(|#MGBypassedAccessorDetector|)(|[#MGCombinedFlawDetector|)(|#FAMIXInclude|)(j#MGStackedBarChartUl[)
Size Pattern "Micro’ "Micro’ "Micro’ "Micro’ "Micro

No. Method Clumps 0 0 0 0 0
AdderExtender 0.0 0.0 0.0 0.0 0.0
AdderNormal 0.333333 0.0 0.333333 0.0 0.333333
AdderOverrider 0.0 0.333333 0.166667 0.0 0.0
Alistatel 0.0 0.0 0.333333 0.333333 0.0
AllState2 0.0 0.0 0.0 0.0 0.333333
AllState3 0.333333 0.0 0.0 0.0 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.25 0.25 0.0
DataStorage 0.0 0.0 0.25 0.5 0.25
Delegater 0.0 0.0 0.0 0.0 0.0
Funnel 0.142857 0.125 0.2 0.0 0.0
Interface 0.333333 0.333333 0.666667 0.166667 0.333333
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.5 0.25 0.0 0.0
SharingEntries4 0.0 0.0 0.6 0.0 0.0
SharingEntries5 0.142857 0.0 0.0 0.0 0.166667
SingleEntry 0.5 0.75 0.5 0.0 0.0
Singleton 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.5 0.0 0.0 0.0
ThreeLayers 0.666667 0.333333 1.0 1.0 1.0
Wide Interface 0.0 0.0 0.0 0.0 0.0

(|#VisualWorksimporterNamespacePanell)(|#M:

Class name

Size Pattern "Micro’
No. Method Clumps 0’
AdderExtender 0.0
AdderNormal 0.166667
AdderOverrider 0.166667
AllStatel 0.333333
Alistate2 0.0
AllState3 0.333333
AlistateCleanl 0.0
AlistateClean2 0.0
AlistateClean3 0.0
ConstantDefiner 0.0
DataStorage 0.0
Delegater 0.0
Funnel 0.333333
Interface 0.333333

MicroSpecialExtender 0.0
MicroSpecialOverrider 0.25

SharingEntries4 0.0
SharingEntries5 0.166667
SingleEntry 0.5
Singleton 0.0
StructuredFlow 0.0
ThreeLayers 0.666667
Wide Interface 0.0

Table E.13: Moose version 2.84 Profiles

"Micro’
0
0.0
1.0
0.166667
0.0
0.0
0.0
0.0
0.0

0.0
0.333333
0.0

0
0.0
0.0
0.0
0.666667
0.333333
0.0
0.0
0.0
0.0
0.0

SESingleValueToCDIFConverter|)(|#KeyValuePair|)(|#VisualLauncher|)(j#MSEXMIDTDProducer|)
icro’ "Micro’ "Micro Mi

"Micro’

0.5
1.0
0.0
05
0.0
0.0

0.666667

1.0
0.0
0.0
0.0
1.0
0.0

Table E.14: Moose version 2.84 Profiles
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o0 o
0.0 0.0
0.333333 0.166667
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.333333
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.285714
0.333333 0.166667
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.142857
0.0 0.25
0.0 0.0
0.0 1.0
0.666667 0.666667
0.0 0.0
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Class name (|#FAMIXAbstractLocalEntity|)(|#FAMIXUnknownVariable|)([#COBOLMetricOperator|)(J[#ModelViewerUISubcanvas|)(|#MOFConstraint|)
Size Pattern "Micro’ "Micro’ "Micro’ "Micro’ "Micro’
No. Method Clumps 0 0 0 ‘0 0
AdderExtender 0.166667 0.333333 0.0 0.142857 0.0
AdderNormal 0.166667 0.0 0.0 0.714286 0.428571
AdderOverrider 0.0 0.0 0.333333 0.0 0.0
Alistatel 0.333333 0.0 0.0 0.0 0.0
Alistate2 0.333333 0.0 0.0 0.666667 0.333333
AllState3 0.0 0.0 0.0 0.0 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.333333 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0
DataStorage 05 0.5 0.0 0.0 0.5
Delegater 0.0 0.0 0.0 0.0 0.0
Funnel 0.0 0.2 0.142857 0.0 0.0
Interface 0.333333 0.333333 0.333333 0.857143 0.428571
MicroSpecialExtender  0.25 0.5 0.0 0.2 0.0
MicroSpecialOverrider 0.0 0.0 0.5 0.0 0.0
SharingEntries4 0.0 0.4 0.0 0.0 0.0
SharingEntries5 0.666667 0.0 0.0 0.625 0.333333
SingleEntry 0.0 0.5 0.333333 0.0 0.0
Singleton 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.0 0.5 0.0 0.0
ThreeLayers 1.0 1.0 0.333333 0.666667 1.0
Wide Interface 0.0 0.0 0.0 0.0 0.0
Table E.15: Moose version 2.84 Profiles

Class name (|#ModelViewerUl|)(|#MGChartDataGenerator|)(|#PreferencesUl|)(|#MeasurementOperator|)(|#VisualWorksImporterCategoryPanel|)

Size Pattern "Micro’ "Micro’ "Micro’ "Micro’ "Micro’

No. Method Clumps 0 ‘0 0 0 0

AdderExtender 0.142857 0.0 0.0 0.0 0.0

AdderNormal 0.142857 0.571429 0.142857 0.0 0.142857

AdderOverrider 0.0 0.0 0.0 0.285714 0.142857

Alistatel 0.333333 0.0 0.0 0.0 0.333333

AllState2 0.0 0.0 0.0 0.0 0.0

AllState3 0.333333 0.0 0.333333 0.333333 0.333333

AliStateCleanl 0.0 0.0 0.0 0.0 0.0

AliStateClean2 0.0 0.0 0.0 0.0 0.0

AliStateClean3 0.0 0.0 0.0 0.0 0.0

ConstantDefiner 0.0 0.0 0.0 0.2 0.0

DataStorage 0.0 0.5 0.0 0.25 0.0

Delegater 0.0 0.0 0.0 0.0 0.0

Funnel 0.285714 0.285714 0.2 0.25 0.25

Interface 0.285714 0.571429 0.142857 0.428571 0.285714
MicroSpecialExtender 0.2 0.0 0.0 0.0 0.0

MicroSpecialOverrider 0.0 0.0 0.0 0.4 0.2

SharingEntries4 0.0 0.571429 0.0 0.0 0.0

SharingEntries5 0.142857 0.0 0.2 0.125 0.125

SingleEntry 0.5 0.5 1.0 0.5 0.5

Singleton 0.0 0.0 0.0 0.0 0.0

StructuredFlow 0.5 0.5 0.0 0.5 05

ThreeLayers 0.666667 1.0 0.666667 1.0 0.666667

Wide Interface 0.0 0.0 0.0 0.0 0.0

Class name
Size Pattern
No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel
Alistate2
Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater
Funnel
Interface

MicroSpecialExtender

Table E.16: Moose version 2.84 Profiles

(I#MSEConstants|)(J#VisualWorksImporterPackagePanel|)(|#MGFlawDetector|)(|#MSEComputedGroup|)(|[#MGTableUl|)

"Micro’
I
0.0
0.142857
0.0
0.0
0.0
0.0
0.0
0.0
0.0
1.0
0.0
0.0
0.125
0.857143
0.0

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

0.0

0.0
0.5
0.0

0.0
0.666667
0.0

'Micro’
0
0.0
0.285714
0.142857
0.333333
0.0
0.333333
0.0
0.0
0.0
0.0
0.0
0.0
0.375
0.428571
0.0
0.2
0.0
0.125
0.333333
0.0
0.5
0.666667
0.0

Table E.17: Moose version 2.84 Profiles
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'Normal 'Normal 'Normal
0 0 0
0.0 0.0 0.0
0.25 0.25 0.125
0.125 0.25 0.0
0.0 0.0 1.0
0.0 0.333333 0.333333
0.0 0.333333 0.0
0.333333 0.0 0.0
0.0 0.333333 0.0
0.0 0.0 0.0
0.0 0.0 0.0
1.0 0.75 0.5
0.0 0.0 0.0
0.0 0.2 0.0
0.375 0.5 0.125
0.0 0.0 0.0
0.0 0.0 0.0
0.5 0.2 0.0
0.0 0.2 0.2
0.0 0.5 0.0
0.0 0.0 0.0
0.0 0.0 0.0
1.0 1.0 1.0
0.0 0.0 0.0
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(|[#MSEEnumeratedGroupl|)(|#CppMetricOperator|)(|[#FAMIXGlobalVariable|)(|#FAMIXReporter|)(j#MGSingleMetricFlawDetector|)

Class name

Size Pattern "Normal’ ‘Normal' "Normal' "Normal' "Normal'

No. Method Clumps 0 0 0 0 0
AdderExtender 0.0 0.0 0.222222 0.0 0.0
AdderNormal 0.0 0.0 0.111111 0.111111 0.111111
AdderOverrider 0.25 0.222222 0.222222 0.0 0.0
Alistatel 0.0 0.0 0.0 0.333333 0.0
Alistate2 0.0 0.0 0.0 0.333333 0.0
AllState3 0.0 0.333333 0.0 0.333333 0.0
AliStateCleanl 0.333333 0.0 0.0 0.0 0.0
AliStateClean2 0.333333 0.0 0.333333 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.166667 0.166667 0.0
DataStorage 05 0.0 0.333333 0.0 1.0
Delegater 0.5 0.0 0.0 0.0 0.0
Funnel 0.2 0.25 0.125 0.125 0.0
Interface 0.375 0.222222 0.666667 0.222222 0.111111
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0 0.0 0.0
SharingEntries4 0.8 0.0 0.625 0.0 0.333333
SharingEntries5 0.0 0.125 0.0 0.25 0.0
SingleEntry 0.5 0.5 0.5 1.0 0.0
Singleton 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.5 0.0 0.0 0.0
ThreeLayers 1.0 0.666667 1.0 0.666667 1.0
Wide Interface 0.0 0.0 0.0 0.0 0.0

Table E.18: Moose version 2.84 Profiles

(l#MGTableDataGenerator|)([#FAMIXFormalParameter|)(|[#FAMIXAbstractArgument|)([#MGIltemMetricsUI|)(|j#MGClassSelectorUl|)

Class name
Size Pattern "Normal’ 'Normal' 'Normal' 'Normal' "Normal'
No. Method Clumps 0’ o 0’ o 0
AdderExtender 0.0 0.222222 0.111111 0.0 0.0
AdderNormal 0.555556 0.111111 0.0 0.222222 0.222222
AdderOverrider 0.0 0.222222 0.0 0.0 0.0
AllStatel 0.0 0.0 0.666667 0.666667 0.0
AllState2 0.0 0.0 0.666667 0.333333 0.0
AliState3 0.0 0.0 0.0 0.0 0.333333
AlistateCleanl 0.0 0.333333 0.0 0.0 0.0
AliStateClean2 0.0 0.0 0.0 0.0 0.0
AlistateClean3 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.166667 0.333333 0.0 0.0
DataStorage 0.333333 0.333333 0.666667 0.333333 0.333333
Delegater 0.0 0.0 0.0 0.0 0.0
Funnel 0.5 0.0 0.0 0.0 0.25
Interface 0.555556 0.666667 0.333333 0.222222 0.222222
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0 0.0 0.0
SharingEntries4 0.875 0.142857 0.0 0.166667 0.25
SharingEntries5 0.0 0.0 0.25 0.166667 0.125
SingleEntry 0.5 0.0 0.0 0.0 05
Singleton 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.5 0.0 0.0 0.0 0.0
ThreeLayers 1.0 1.0 1.0 1.0 1.0
Wide Interface 0.0 0.0 0.0 0.0 0.0
Table E.19: Moose version 2.84 Profiles
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Class name

Size Pattern

No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
AllStatel

Alistate2

Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater

Funnel

Interface
MicroSpecialExtender

(|#DSExpression|)(J[#MGCorrelationMetricsChooserUl|)(|#Preferences|)(|#MOFAssociationEnd|)(|#MOFStructuralFeature|)
N

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

Class name

Size Pattern

No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel

Alistate2

Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater

Funnel

Interface
MicroSpecialExtender

Table E.20: Moose version 2.84 Profiles

"Normal’ "Normal’ ormal’ 'Normal' "Normal’
0 0 0 0 0
0.0 0.0 0.0 0.0 0.0
0.111111 0.111111 0.222222 0.0 0.0
0.0 0.0 0.0 0.0 0.0
0.666667 0.0 0.666667 0.0 0.666667
0.333333 0.0 0.333333 0.0 0.0
0.333333 0.333333 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0
05 0.0 0.666667 1.0 1.0
0.0 0.0 0.0 0.0 0.0
0.25 0.125 0.0 0.0 0.0
0.222222 0.111111 0.222222 0.0 0.0
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.25 0.0 0.0 0.0 0.0
0.25 0.125 0.25 0.0 0.0
0.0 0.5 0.0 0.0 0.0
0.0 0.0 1.0 0.0 0.0
0.5 0.5 0.0 0.0 0.0
1.0 0.666667 1.0 0.666667 0.666667
0.0 0.0 0.0 0.0 0.0

(|1#MOFAssociation|)([#FAMIXImplicitVariable|)(J#MGSingleMetricDetectorUl|)(j#MGModell)(|[#EntityCommentEditor|)

"Normal’
0

0.0
0.222222
0.0
0.666667
0.333333
0.0
0.0
0.0
0.0
0.0
0.833333
0.0
0.0
0.222222
0.0

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

Class name
Size Pattern
No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel
Alistate2
Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater
Funnel
Interface

MicroSpecialExtender

0.0
0.5
0.0
0.0
0.0
1.0
0.0

(I¥MGQueryFacade|)([#MSEModel

‘Normal’
o
0.0
0.666667
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.333333
0.0
0.25
0.666667
0.0

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

0.375
0.0
0.5
0.0
0.0
1.0
0.0

"Normal’
o
0.222222

0.0
0.222222
0.0
0.0

0.0
0.0
0.333333
0.0
0.166667
0.5
0.0
0.375
0.555556
0.0
0.0
0.25
0.0
0.5

0.0

0.0
1.0
0.0

Normal'

o

0.0
0.333333
0.0
0.0
0.333333
0.333333
0.0
0.0
0.0
0.0
0.0
0.0
0.125
0.333333
0.0
0.0
0.0
0.125
0.5
0.0

0.5
0.666667
0.0

Normal’ 'Normal'
0 0
0.0 0.111111
0.777778 0.333333
0.0 0.0
0.0 0.666667
0.0 0.666667
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.333333
0.0 0.0
0.0 0.25
0.777778 0.444444
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.375
0.0 0.5
0.0 0.0
0.0 0.0
0.666667 1.0
0.0 0.0

Table E.21: Moose version 2.84 Profiles

erUl)(|

'Normal
0
0.0
0.2
0.0
0.0
0.333333
0.333333
0.0
0.0
0.0
0.0
0.0
0.0
0.142857

0.0
0.285714
0.25
0.0

0.0
0.666667
0.0

‘Normal’

0
0.0
0.0
0.2
0.0
0.0
0.0
0.0
0.0

0.0
0.333333

0.0

‘Normal’

0
0.0
0.5
0.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.25

0.333333
0.0

Operator|)(|#VisualWorkslmporterFacade|)(|#ProgressUl|)

‘Normal’
0
0.0
0.3
0.0
0.0
0.0
0.333333
0.666667
0.333333
0.0
0.0
0.666667
0.0
0.166667

0.333333
0.166667
0.5
0.0
0.5
1.0
0.0

Table E.22: Moose version 2.84 Profiles
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Class name

Size Pattern

No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
AllStatel

Alistate2

Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater

Funnel

Interface
MicroSpecialExtender

(|#FAMIXFunction|)(J#VisualWorksParseTreeAnnotator|)(|#MGV:

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

Class name

Size Pattern

No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel

Alistate2

Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater

Funnel

Interface
MicroSpecialExtender

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

Class name
Size Pattern
No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel
Alistate2
Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater
Funnel
Interface

MicroSpecialExtender

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

alueSliderUl|)(|J#MOFG
lormal’

eneralizableElement]|)(|#OperatorManager|)

"Normal’ "Normal' ' "Normal’ "Normal’
0 0 0 0 0
0.181818 0.181818 0.0 0.0 0.0
0.0909091 0.0 0.363636 0.454545 0.416667
0.181818 0.0909091 0.0 0.0 0.0
0.333333 0.0 0.0 0.0 0.0
0.0 0.0 0.333333 0.333333 0.0
0.0 0.0 0.333333 0.0 0.0
0.0 0.0 0.0 0.0 0.333333
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0
0.142857 0.0 0.0 0.0 0.0
0.0 0.0 0.333333 0.666667 0.25
0.0 0.0 0.0 0.0 0.0
0.125 0.125 0.285714 0.0 0.25
0.545455 0.272727 0.363636 0.454545 0.416667
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.625 0.0 0.0 0.0 0.5
0.0 0.0 0.142857 0.2 0.0
0.5 1.0 0.5 0.0 0.5
0.0 0.0 0.0 0.0 1.0
0.0 1.0 0.5 0.0 0.5
1.0 0.333333 1.0 1.0 1.0
0.0 0.0 0.0 0.0 0.0
Table E.23: Moose version 2.84 Profiles
(|#DSMetricOperator|)(|[#MSEAbstractTool|)(|#MOFPackage|)(|#FAMIXAbstractNamedEntity|) (J#AbstractNamedEntity|)
"Normal’ "Normal’ ’Normal' 'Normal' "Normal
0 0 0 0 0
0.0833333 0.0 0.0 0.0833333 0.0
0.0 0.25 0.416667 0.25 0.25
0.166667 0.0 0.0 0.0 0.0
0.0 0.0 1.0 0.333333 0.0
0.0 0.333333 0.333333 0.0 0.0
0.0 0.0 0.0 0.0 0.333333
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0
0.0 0.333333 0.0 0.0 0.0
0.0 0.0 0.0 0.25 0.25
0.0 0.25 0.625 0.375 0.375
0.0 0.5 0.0 0.0 0.0
0.125 0.125 0.0 0.125 0.125
0.25 0.333333 0.416667 05 0.416667
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.5 0.0 0.25 0.125
0.0 0.125 0.2 0.0 0.125
1.0 0.5 0.0 0.5 0.5
0.0 0.0 0.0 0.0 0.0
1.0 1.0 0.0 0.0 0.0
0.333333 1.0 1.0 1.0 1.0
0.0 0.0 0.0 0.0 0.0
Table E.24: Moose version 2.84 Profiles
(|1#MGPreferencesUl|)(|#DetectionStrategy|)([#MSEModelClassDescriptor|)(|#MSEAbstractOperator|)(|#MGOverviewUl|)
"Normal’ "Normal' "Normal’ "Normal' "Normal'
kN 0 0 0 0
0.0 0.0 0.0833333 0.0 0.0833333
0.5 0.0833333 0.166667 0.0833333 0.25
0.0 0.0 0.0 0.0833333 0.0
1.0 1.0 0.0 0.0 0.0
1.0 1.0 0.0 0.0 0.333333
0.333333 0.333333 0.0 0.0 0.333333
0.0 0.0 0.666667 0.0 0.0
0.0 0.0 0.333333 0.333333 0.0
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0
0.0 0.625 1.0 0.25 0.125
0.0 0.0 0.0 0.0 0.0
0.0 0.5 0.0 0.125 0.375
05 0.0833333 0.25 0.166667 0.333333
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 1.0 0.125 0.25
0.375 0.5 0.0 0.0 0.125
0.0 0.5 0.0 0.75 0.5
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 1.0 0.5
0.666667 1.0 1.0 1.0 1.0
0.0 0.0 0.0 0.0 0.0

Table E.25: Moose version 2.84 Profiles
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Class name

Size Pattern

No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
AllStatel

Alistate2

Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater

Funnel

Interface
MicroSpecialExtender

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

Class name

Size Pattern

No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel

Alistate2

Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater

Funnel

Interface
MicroSpecialExtender
MicroSpecialOverrider
SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers

Wide Interface

Class name
Size Pattern
No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel
Alistate2
Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater
Funnel
Interface

(|#FAMIXAbstractimporter|)([#MSEProperty|)(|#CandidatelnvocationsOperator|)(|#MOFClass|)(|#MGFlawDetectorCombinatorUl|)
‘N

"Normal’ ormal’ "Normal’ "Normal' 'Normal'
0 0 0 0 ‘0
0.0 0.0769231 0.0714286 0.0 0.0
0.615385 0.0 0.0 0.357143 0.285714
0.0 0.0 0.214286 0.0 0.0
0.333333 0.333333 0.0 1.0 0.0
0.333333 0.0 0.333333 0.333333 0.0
0.333333 0.0 0.333333 0.0 0.333333
0.0 0.333333 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0
0.0 0.444444 0.0 0.0 0.0
0.25 0.625 0.0 0.625 0.25
0.0 0.0 0.0 0.0 0.0
0.125 0.0 0.375 0.0 0.75
0.615385 0.384615 0.285714 0.357143 0.285714
0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.166667 0.0 0.0 0.25
0.75 0.0 0.375 0.2 0.125
0.5 0.0 0.5 0.0 1.0
0.0 0.0 0.0 0.0 0.0
0.5 0.0 1.0 0.0 1.0
1.0 1.0 0.666667 1.0 1.0
0.0 0.0 0.0 0.0 0.0

Table E.26: Moose version 2.84 Profiles

(|l#MOFModelElement|)([#MSEToolManager|)(|#FAMIXModelQueryFacade|)(|#MSEAbstractRoot|)(|#MGMetricsUl[)

"Normal’
0

0.0
0.428571
0.0
0.0
0.333333
0.0
0.0
0.0
0.0
0.0
0.75
0.0
0.0
0.428571
0.0
0.0
0.0
0.285714
0.0
0.0
0.0
1.0
0.0

’"Normal'
0
0.0
0.357143
0.0
0.333333
0.333333
0.333333
0.0
0.0
0.0
0.0
0.0
0.0
0.5
0.357143
0.0
0.0
0.0
0.875
1.0
1.0

1.0
0.666667
0.0

’Normal'

0
0.0
1.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
1.0
1.0
0.0
0.0
0.0
0.0
0.333333
1.0
0.0
0.333333
0.0

'Normal' "Normal'

0 o
0.133333 0.0
0.466667 0.333333

0.0 0.0
0.0 1.0
0.0 0.0
0.0 0.333333
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.25 0.25
0.6 0.333333
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.125
0.5 0.5
0.0 0.0
0.0 0.0
0.333333 0.666667
0.0 0.0

Table E.27: Moose version 2.84 Profiles

(I#MSEMeasurement|)(|#FAMIXInheritanceDefinition|)(|#VisualWorksimporterUl|)([#FAMIXNamespace|)(|#VisualWorksPackagelmporter|)

‘Normal’
o
0.0666667
0.0
0.0
0.333333
0.0
0.0
0.0
0.0
0.0
0.4
0.4
0.0
0.0
0.333333

MicroSpecialExtender 0.0
MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

0.125
0.0
0.0
0.0
0.0
1.0
0.0

'Normal’
o
0.133333
0.0
0.0
0.0
0.0
0.0
1.0
0.666667
0.0
0.1

Table E.28: Moose version 2.84 Profiles
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Normal Normal' ‘Normal’
0 0 0
0.0666667 0.0 0.266667
0.333333 0.8125 0.0
0.0 0.125 0.0666667
0.0 0.0 0.0
0.333333 0.0 0.0
0.333333 0.0 0.333333
0.0 0.333333 0.0
0.0 0.0 0.333333
0.0 0.0 0.333333
0.0 0.0909091 0.0
0.0 0.2 0.5
0.0 0.0 0.0
0.125 0.0 0.25
0.4 1.0 0.333333
0.0 0.0 0.0
0.0 0.0 0.0
0.0 1.0 0.375
0.375 0.0 0.125
0.5 0.0 1.0
0.0 0.0 0.0
1.0 0.0 1.0
0.666667 1.0 1.0
0.0 0.0 0.0
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(|#V|sualW0rksParseTree\)(|#MGBarChartUI |)(|#FAMIXAccess|)(\#FlleIOFacade|)(|#Group|)(|#XMl ReaderHandler|)

Class name

Size Pattern "Normal’
No. Method Clumps 0"
AdderExtender 0.0
AdderNormal 0.375
AdderOverrider 0.0
Alistatel 0.0
Alistate2 0.0
Alistate3 0.333333
AlistateCleanl 0.0
AlistateClean2 0.666667
AlistateClean3 0.0
ConstantDefiner 0.0
DataStorage 0.5
Delegater 0.333333
Funnel 0.25
Interface 0.4375
MicroSpecialExtender 0.0

MicroSpecialOverrider 0.0

SharingEntries4 0.375
SharingEntries5 0.25
SingleEntry 0.5
Singleton 0.0
StructuredFlow 1.0
ThreeLayers 1.0
Wide Interface 0.0

Normal'
0

0.0
0.588235
0.0
0.0
0.0
0.333333

0. 142857
0.5
0.647059
0.0
0.0
0.0
0.125
0.25
0.0
0.5
1.0
0.0

Table E.29:

Normal' 'Normal’

Normal' Normal'
0 0 0! 0
0.117647 0.0 0.0 0.0
0.117647 0.352941 0.333333 0.444444
0.0 0.0 0.0555556 0.0
0.0 0.0 0.666667 0.666667
0.0 0.0 0.333333 1.0
0.333333 0.0 0.333333 0.333333
0.0 0.0 0.0 0.0
0.666667 0.0 0.333333 0.0
0.0 0.0 0.0 0.0
0.0909091 0.0 0.0 0.0
0.9 0.0 0.416667 0.0833333
0.0 0.0 0.0
0.125 0.25 0.5 0.25
0.294118 0.352941 0.388889 0.444444
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.25 0.0 0.25 0.0
0.125 0.0 0.875 0.875
0.666667 0.25 0.75 1.0
0.0 0.0 0.0 0.0
0.0 1.0 0.5 0.5
1.0 0.333333 1.0 1.0
0.0 0.0 0.0 0.0

Moose version 2.84 Profiles

(|#MSEAbstractlmporter|)(|#MSEAbstractSchemaSaver|)(\#MSEMemc|)(|#Mode|Manager\)(|#MGItemPropenyTabIeModeH)
mal’

Class name

Size Pattern "Normal’ "Normal’ "Normal’

No. Method Clumps 0 0 '0' ’0’ 0
AdderExtender 0.0 0.0 0.0 0.0 0.0
AdderNormal 0.222222 0.611111 0.611111 0.333333 0.444444
AdderOverrider 0.0 0.0 0.0 0.0 0.0
AllStatel 0.333333 1.0 0.666667 0.666667 0.0
AllState2 0.333333 1.0 0.666667 0.666667 0.0
AllState3 0.333333 0.0 0.333333 0.333333 0.0
AliStateCleanl 0.0 0.0 0.0 0.0 0.0
AlistateClean2 0.333333 0.0 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0 0.0 0.0 0.0
DataStorage 0.333333 0.0833333 0.33333: 0.083333: 0.33333:
Delegater 0.0 0.0 0.0 0.0 0.0
Funnel 0.25 0.125 0.125 0.5 0.5
Interface 0.277778 0.611111 0.611111 0.333333 0.444444
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0 0.0 0.0
SharingEntries4 0.25 0.0 0.625 0.0 1.0
SharingEntries5 0.25 0.125 0.375 0.625 0.0
SingleEntry 0.75 1.0 0.666667 1.0 0.75
Singleton 0.0 0.0 0.0 1.0 0.0
StructuredFlow 1.0 0.0 0.0 1.0 0.5
ThreeLayers 1.0 1.0 1.0 1.0 1.0
Wide Interface 0.0 0.0 0.0 0.0 0.0

Table E.30: Moose version 2.84 Profiles
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Class name (|#MSElImporter|)(|#FAMIXAbstractObject|)(|#XMLSaver|)(|#SmalltalkMetricOperator|)(|#MSESingleValueConverter|)
Size Pattern "Normal’ "Normal' "Normal’ Normal' ’"Normal'

No. Method Clumps 0 0 0 0 0
AdderExtender 0.0 0.0526316 0.105263 0.0 0.0
AdderNormal 0.222222 0.736842 0.263158 0.15 0.0952381
AdderOverrider 0.0 0.0 0.421053 0.15 0.0
Alistatel 0.0 0.0 0.0 0.0 0.0
Alistate2 0.0 0.0 0.333333 0.0 0.0
AllState3 0.0 0.0 0.333333 0.333333 0.333333
AliStateCleanl 0.0 0.0 0.0 0.0 0.0
AliStateClean2 0.0 0.333333 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0 0.0
ConstantDefiner 0.0 0.0769231 0.0 0.0 0.0
DataStorage 0.0 0.333333 0.0 0.0 0.0
Delegater 0.0 0.0 0.0 0.0 0.0
Funnel 0.125 0.125 0.25 0.125 0.125
Interface 0.222222 0.842105 0.789474 0.3 0.142857
MicroSpecialExtender 0.0 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0 0.0 0.0
SharingEntries4 0.0 1.0 0.0 0.0 0.0
SharingEntries5 0.0 0.0 0.5 0.75 0.75
SingleEntry 0.5 0.5 0.5 0.75 1.0
Singleton 0.0 0.0 0.0 0.0 0.0
StructuredFlow 0.5 0.0 0.5 0.5 0.0
ThreeLayers 0.666667 1.0 0.666667 0.666667 0.666667
Wide Interface 0.0 0.0 0.0 0.0 0.0

([#MGltemCollectionUI|)([#MSECDIFSaver]|)([#MSECD!

Class name

Size Pattern "Normal’
No. Method Clumps 0"
AdderExtender 0.0
AdderNormal 0.142857
AdderOverrider 0.0
AllStatel 1.0
AllState2 0.333333
AliState3 0.333333
AllstateCleanl 0.0
AllstateClean2 0.0
AlistateClean3 0.0
ConstantDefiner 0.0
DataStorage 0.142857
Delegater 0.0
Funnel 0.375
Interface 0.142857
MicroSpecialExtender 0.0
MicroSpecialOverrider 0.0
SharingEntries4 1.0
SharingEntries5 0.25
SingleEntry 0.5
Singleton 0.0
StructuredFlow 1.0
ThreeLayers 1.0
Wide Interface 0.0

Table E.31: Moose version 2.84 Profiles

'Normal'
't
0.0952381
0.190476
0.428571
1.0
0.666667
0.333333
0.0
0.0
0.0
0.0
0.0714286
0.0
0.25
0.714286

IFScanner])([#FAMIXMethod|)([#MSEAbstractGroup|)([#MGPref
"Normal’ I’ N

"Normal' 'Normal
0’ 0’ 0’
0.0 0.0909091 0.0434783
0.636364 0.181818 0.130435
0.0 0.0454545 0.0
0.0 0.0 0.0
0.0 0.0 0.0
0.0 0.333333 0.0
0.0 1.0 0.333333
0.0 0.0 0.0
0.0 0.0 0.0
0.0 0.0666667 0.533333
0.0 0.428571 0.142857
0.0 0.0 0.833333
0.625 0.625 1.0
0.636364 0.363636 1.0
0.0 0.0 0.0
0.0 0.0 0.0
0.0 0.5 0.0
0.0 0.125 0.0
0.75 0.5 0.5
0.0 0.0 0.0
0.5 0.5 0.0
0.333333 1.0 1.0
0.0 0.0 0.0

Table E.32: Moose version 2.84 Profiles
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ferences|)
ormal’

o
0.0
0.0

0.0
0.0
0.0
0.0
1.0
0.0
0.0
0.0
0.928571
0.0
0.0
0.0
0.0

0.0
0.0
0.0

0.0
0.0

0.0
1.0

0.0
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Class name
Size Pattern
No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel
Alistate2
Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater
Funnel
Interface

(|[#MSEUUIDGenerator|)(|#VisualWorksimporter|)([#FAMIXAbstractScopable|)(|#Plugg:

"Normal’
0
0.0
0.347826
0.0
0.0
0.333333

0.0
0.347826

MicroSpecialExtender 0.0
MicroSpecialOverrider 0.0

SharingEntries4 0.0
SharingEntries5 0.125
SingleEntry 0.0
Singleton 0.0
StructuredFlow 0.0
ThreeLayers 0.666667
Wide Interface 0.0

Class name
Size Pattern
No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel
Alistate2
Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater
Funnel
Interface

MicroSpecialExtender

"Normal’
o
0.0
0.12
0.08
0.333333
0.333333

"Normal'
0
0.08
0.52
0.0
0.333333
0.0
0.0
0.333333
0.333333
0.0

ableTableAdaptor|)(|#FAMIXModelRoot|)
"Normal' ‘Normal'
0 0
0.0 0.0
0.4 0.185185
0.0 0.0
0.666667 0.0
1.0 0.0
0.666667 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 1.0
0.0 0.0
0.0 0.0
1.0 0.0
0.4 1.0
0.0 0.0
0.0 0.0
0.0 0.0
0.5 0.0
0.75 0.0
0.0 0.0
1.0 0.0
0.666667 0.333333
0.0 0.0

Table E.33: Moose version 2.84 Profiles

(|1#FAMIXPackage|)(|#VisualWorksParseTreeMetricCalculator|)([#ImporterFacade|)(|#FAMIXAttribute|)(|[#MSEModellnformation|)

"Normal’
0
0.037037
0.740741
0.037037
0.0
0.0
0.0
0.666667
0.333333
0.0
0.0555556
0.333333
0.0
0.125
0.851852

0.0

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

Class name
Size Pattern
No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel
Alistate2
Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater
Funnel
Interface

MicroSpecialExtender

1.0
0.0
0.333333

(|1#MSEModelAttributeDescriptor|)([#MSECDIFImporter|)(J#LanguagelndependentMetricsOperator|)(|#GroupUl|)

‘Normal’
o
0.03125
0.09375
0.0
0.25
0.0
0.0
1.0
0.0
0.0
0.047619

0.0

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

0.25
0.0
0.0
0.0
0.0
1.0
0.0

"Normal’
o
0.296296
0.037037
0.0740741
0.25
0.5
0.25
1.0
0.333333
0.333333
0.0
0.777778
0.0
0.125
0.407407

0.666667
0.333333
0.0
0.0
0.0
0.333333
0.0
0.222222
1.0
0.125
0.814815
0.0

"Normal'
o
0.0714286
0.392857
0.0714286
0.0
0.0
0.333333
0.333333
0.0
0.333333
0.0526316
0.222222
0.0
0.625
0.571429
0.0
0.0
0.75
0.125
0.5
0.0
05
1.0
0.0

Table E.34: Moose version 2.84 Profiles

‘Normal’
o
0.0
0.424242
0.0
0.666667
0.666667
1.0
0.0
0.0
0.0
0.0
0.0909091
0.0
0.375
0.424242
0.0
0.0
0.0
1.0
0.75
0.0
1.0
1.0
0.0

'Normal
i
0.0
0.0
0.0588235
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.25
0.0588235
0.0
0.0
0.0
0.0
0.5
0.0

1.0
0.333333
0.0

Table E.35: Moose version 2.84 Profiles
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"Normal'
o
0.0
0.233333
0.0
0.0
0.0
0.0
1.0
0.2
0.0
0.0
1.0
0.0
0.125
0.233333
0.0
0.0
0.625
0.0
0.5
0.0
0.0
1.0
0.0

Normal

0
0.0285714
0.4
0.0
1.0
0.166667
0.166667
0.333333
0.333333
0.0
0.0434783
0.272727
0.111111
0.25
0.485714
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Class name (|#FAMIXAbstractStructuralEntity|)(J#MSEMooseLauncher]|)([#ModelLoaderUl|)(|#VisualWorksParse TreeEnumerator|)
Size Pattern "Normal’ 'Normal' "Normal' ’Normal'

No. Method Clumps 0 0 ks 0
AdderExtender 0.0285714 0.0833333 0.0 0.025641
AdderNormal 0.857143 0.722222 0.789474 0.153846
AdderOverrider 0.0 0.0 0.0 0.0769231
Alistatel 0.0 0.666667 0.0 0.333333
AllState2 0.0 0.333333 0.125 0.0
AllState3 0.0 0.333333 0.125 0.333333
AlistateCleanl 1.0 0.0 0.0 0.0
AliStateClean2 0.333333 0.0 0.0 0.0
AliStateClean3 0.0 0.0 0.0 0.0
ConstantDefiner 0.0434783 0.0 0.0 0.0
DataStorage 0.363636 0.0 0.0 0.0
Delegater 0.0 0.0 0.0 0.0
Funnel 0.125 0.625 1.0 05
Interface 0.914286 0.805556 0.789474 0.25641
MicroSpecialExtender 0.0 0.0 0.0 0.0
MicroSpecialOverrider 0.0 0.0 0.0 0.0
SharingEntries4 1.0 0.0 0.0 0.0
SharingEntries5 0.0 0.875 0.125 0.25
SingleEntry 0.5 0.75 0.666667 1.0
Singleton 0.0 0.0 0.0 0.0
StructuredFlow 0.0 0.5 0.0 1.0
ThreeLayers 1.0 0.666667 0.666667 0.666667
Wide Interface 0.0 0.0 0.0 0.0

Class name

Size Pattern

No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel

Alistate2

Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater

Funnel

Interface
MicroSpecialExtender

Table E.36: Moose version 2.84 Profiles

(|#MSEEntityView|)(|#XMIDTDProducer]|)(|#MooseGagerUl|)([#MGMetricsFacade|)(|#FAMIXInvocation|)(|#ContextualMetricOperator|)

"Normal’
0
0.0
0.1
0.0
0.666667
0.333333
0.333333
0.333333
0.0
0.0
0.037037
0.153846
0.0
0.25
0.125
0.0

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

Class name
Size Pattern
No. Method Clumps
AdderExtender
AdderNormal
AdderOverrider
Alistatel
Alistate2
Alistate3
AlistateCleanl
AlistateClean2
AlistateClean3
ConstantDefiner
DataStorage
Delegater
Funnel
Interface

MicroSpecialExtender

0.875
0.25
0.25
0.0
1.0
1.0
0.0

MicroSpecialOverrider 0.0

SharingEntries4
SharingEntries5
SingleEntry
Singleton
StructuredFlow
ThreeLayers
Wide Interface

’Normal'
Bt

0.0
0.0697674
0.0
0.333333
0.0
0.666667
0.0
0.0
0.0
0.0
0.0
0.0
0.5
0.0697674
0.0
0.0
0.0
1.0
0.5
0.0

1.0
0.666667
0.0

Table E.37: Moose version 2.84 Profiles

"Normal'
Bt
0.0222222
0.6
0.0
0.333333
0.333333
0.333333
0.333333
0.0
0.333333
0.0
0.233333
0.0
05
0.622222
0.0
0.0
1.0
0.25
0.25
0.0
1.0
1.0
0.0

‘Normal'

0
0.0
0.666667
0.0
0.0
0.0
0.0
0.333333
0.0
0.0
0.0
0.133333
0.0

1.0
0.666667
0.0
0.0
1.0
0.0
0.75
0.0
1.0
1.0
0.0

(|#AbstractEntity|)(|#FAMIXAbstractBehaviouralEntity|)([#MSEMetricMa
"Normal’ "Normal’ "Normal'
0 0 0
0.0 0.0151515 0.0
0.293103 0.757576 0.971831
0.0 0.030303 0.0
0.25 1.0 1.0
0.25 1.0 0.333333
0.25 0.25 0.333333
0.0 0.0 0.0
0.333333 0.333333 0.0
0.0 0.0 0.0
0.153846 0.0227273 0.0212766
0.0789474 0.227273 0.0434783
0.0416667 0.0 0.0
1.0 0.5 1.0
0.431034 0.863636 0.985915
0.0 0.0 0.0
0.0 0.0
1.0 0.5 0.25
0.25 1.0 1.0
0.5 0.5 0.75
1.0 0.0 0.0
1.0 0.5 05
1.0 1.0 1.0
0.0 0.863636 0.985915

Table E.38: Moose version 2.84 Profiles
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nager|)(|#ImportingCt

o
0.0
0.431818
0.0
0.8
0.0
0.0
0.333333
0.333333
0.0
0.0
0.172414
0.0

1.0
0.431818
0.0

0.0

1.0
0.0

1.0

0.0
0.0
1.0

0.431818

"Normal' "Normal’
0 Pt
0.0444444 0.0
0.688889 0.0
0.0 0.0652174
0.0 0.0
0.0 0.0
0.333333 0.0
1.0 0.333333
0.333333 0.0
0.0 0.0
0.0333333 0.0
0.4 0.133333
0.0 0.0
0.375 0.25
0.755556 0.0652174
0.0 0.0
0.0 0.0
1.0 0.375
0.125 0.0
0.25 0.25
0.0 0.0
0.0 0.0
1.0 1.0
0.0 0.0

ontext])([#FAMIXClass|)(#MSEModell)
Giant' 'Giant' 'Giant’

o
0.0194175
0.854369
0.0291262
0.0
0.333333
0.333333
1.0
0.333333
0.0
0.0144928
0.176471
0.0
0.5
0.912621
0.0
0.0
1.0
05
0.5
0.0
0.5
1.0
0.912621

o
0.0
0.65873

0.00793651
0.25

0.25

0.25

0.666667

0.666667
0.333333

0.0

0.0833333
0.333333
1.0
0.825397
0.0

0.0
1.0
0.25

0.75
0.0
0.5
1.0
0.825397
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