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## Outline

1 the Virtual Element Method (VEM) for the Laplace operator:

- the degrees of freedom and the local Virtual Element (VE) space;
- the abstract VE formulation;
- the convergence theorem; consistency, stability;
- the mimetic approximation of the VE bilinear form;
- high-order and high-regular extensions.

2. A numerical experiment.
3. Final remarks, future work.

## The linear diffusion problem

- Differential formulation:

$$
\begin{aligned}
-\nabla u & =f \text { in } \Omega, \\
u & =g \text { on } \Gamma,
\end{aligned}
$$

- Variational formulation:

Find $u \in H_{g}^{1}(\Omega)$ such that:

$$
\int_{\Omega} \nabla u \cdot \nabla v d V=\int_{\Omega} f v d V \quad \forall v \in H_{0}^{1}(\Omega),
$$
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$$
\text { Eventually, we set: } \quad \mathcal{V}_{h, P}:=\operatorname{span}\left\{\varphi_{1}, \ldots, \phi_{N^{\mathcal{P}}}\right\}
$$
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- $\varphi_{i}$ is the harmonic function on P having $\delta_{i}$ as boundary value:

$$
\left\{\begin{aligned}
&-\Delta \varphi_{i}=0 \\
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- ... under reasonable assumptions on the mesh, the harmonic finite element approximation of an elliptic problem using the harmonic space $\mathcal{V}_{h}$ enjoys the usual convergence properties!
- Which assumptions?
- all geometric objects must scale properly: $|\mathrm{P}| \simeq h^{2},|\mathrm{e}| \simeq h$;
- each polygon is star-shaped (or the union of a uniformly bounded number of star-shaped subcells) with respect to an internal ball of points (see Brenner-Scott, etc);
- ...
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- the second term $\mathcal{A}_{h, \mathrm{P}}^{1}$ is zero because $\left(I-\Pi_{h, \mathrm{P}}\right) q=0$ if $q \in \mathbb{P}_{1}(\mathrm{P})$.


## The stability term $\mathcal{A}_{h, \mathrm{P}}^{1}$

- We need to correct $\mathcal{A}_{h, \mathrm{P}}^{0}$ in such a way that:
- consistency is not upset;
- we get stability;
- we can compute the correction!
- In the six-name paper we show that we can substitute the (non computable!) term $\mathcal{A}_{\mathrm{P}}\left(\left(I-\Pi_{h, \mathrm{P}}\right) u_{h},\left(I-\Pi_{h, \mathrm{P}}\right) v_{h}\right)$ with
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## The stability term $\mathcal{A}_{h, \mathrm{P}}^{1}$

- We need to correct $\mathcal{A}_{h, \mathrm{P}}^{0}$ in such a way that:
- consistency is not upset;
- we get stability;
- we can compute the correction!
- In the six-name paper we show that we can substitute the (non computable!) term $\mathcal{A}_{\mathrm{P}}\left(\left(I-\Pi_{h, \mathrm{P}}\right) u_{h},\left(I-\Pi_{h, \mathrm{P}}\right) v_{h}\right)$ with

$$
\mathcal{A}_{h, \mathrm{P}}^{1}\left(u_{h}, v_{h}\right):=\mathcal{S}_{h, \mathrm{P}}\left(\left(I-\Pi_{h, \mathrm{P}}\right) u_{h},\left(I-\Pi_{h, \mathrm{P}}\right) v_{h}\right)
$$

where $\mathcal{S}_{h, \mathrm{P}}$ can be any symmetric and positive definite bilinear form that behaves (asymptotically) like $\mathcal{A}_{\mathrm{P}}$ on the kernel of $\Pi_{n, \mathrm{p}}$.

- Hence:

$$
\mathcal{A}_{h, \mathrm{P}}\left(u_{h}, v_{h}\right):=\mathcal{A}_{\mathrm{P}}\left(\Pi_{h, \mathrm{P}} u_{h}, \Pi_{h, \mathrm{P}} v_{h}\right)+\mathcal{S}_{h, \mathrm{P}}\left(\left(I-\Pi_{h, \mathrm{P}}\right) u_{h},\left(I-\Pi_{h, \mathrm{P}}\right) v_{h}\right)
$$
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Let us integrate by parts on cell P:

$$
\int_{\mathrm{P}} \nabla u \cdot \nabla v=-\int_{\mathrm{P}} \underbrace{\Delta u}_{\text {not zero! }} v+\sum_{\mathrm{e} \in \partial \mathrm{e}} \int_{\mathrm{e}} \underbrace{\nabla u \cdot \mathbf{n}_{\mathrm{P}, \mathrm{e}}}_{\text {not constant! }} v .
$$

If $u$ is a polynomial of degree $m$ on P :

- $\Delta u$ is a polynomial of degree $m-2$;
- $\nabla u \cdot \mathbf{n}_{\mathrm{P}, \mathrm{e}}$ is a polynomial of degree $m-1$;
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1. We use the moments of $v$ to express the integral over $P$ :
if

$$
\Delta u=a_{0} 1+a_{1} x+a_{2} y+\ldots \in \mathbb{P}_{m-2}(\mathrm{P})
$$

then

$$
\begin{aligned}
\int_{P} \Delta u v & =a_{0} \underbrace{\int_{P} 1 v}_{\hat{v}_{P, 0}}+a_{1} \underbrace{\int_{P} x v}_{\hat{v}_{P, 1, x}}+a_{2} \underbrace{\int_{P} y v}_{\hat{v}_{P, 1, y}}+\ldots \\
& =a_{0} \hat{\mathbf{v}}_{P, 0}+a_{1} \hat{v}_{P, \mathbf{1}, x}+a_{2} \hat{\mathbf{v}}_{P, \mathbf{1}, \mathbf{y}}+\ldots
\end{aligned}
$$

This choice suggests us to define

- $m(m-1) / 2$ internal degrees of freedom $\approx \hat{\mathbf{v}}_{\mathrm{P}, \mathbf{0}}, \hat{\mathbf{v}}_{\mathrm{P}, 1, \mathrm{x}}, \hat{\mathbf{v}}_{\mathrm{P}, \mathbf{1}, \mathbf{y}}, \ldots$
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- the " $C^{0}-\mathbb{P}_{m}$ " approximations for $m>1$ require
- one real number per mesh vertex v;
- $(m-1)$ real numbers per mesh edge e;
- $m(m-1) / 2$ real numbers per mesh cell P;
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## Approximations with high regularity

- The " $C^{2}-\mathbb{P}_{4}$ " approximation requires:
- vertex dofs $\rightarrow$ solution and derivatives at each vertex;
- cell dofs $\rightarrow$ solution moments inside the cells;
- edge dofs $\rightarrow$ solution and normal derivatives along the edges;



## Numerical experiments

Meshes with non-convex polygons

- Meshes:

- Exact solution: $u(x, y)=e^{-2 \pi y} \sin (2 \pi x)$
- Diffusion tensor

$$
\mathrm{K}(x, y)=\left(\begin{array}{cc}
(x+1)^{2}+y^{2} & -x y \\
-x y & (x+1)^{2}
\end{array}\right)
$$

## Continuous approximations

$\alpha=0$, non-convex polygons, $\|\cdot\|_{1, h}$ errors, non-constant K

|  |  | $\mathbf{m}=\mathbf{1}$ |  | $\mathbf{m}=\mathbf{2}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| n | $h$ | Error | Rate | Error | Rate |
| 0 | $1.45810^{-1}$ | 3.544 | -- | 3.007 | -- |
| 1 | $7.28910^{-2}$ | 3.046 | 0.22 | $8.08110^{-1}$ | 1.89 |
| 2 | $3.64410^{-2}$ | 1.887 | 0.69 | $2.07110^{-1}$ | 1.96 |
| 3 | $1.82210^{-2}$ | 1.000 | 0.92 | $5.30310^{-2}$ | 1.97 |
| 4 | $9.11110^{-3}$ | $5.15410^{-1}$ | $\mathbf{0 . 9 8}$ | $1.34810^{-2}$ | $\mathbf{1 . 9 8}$ |

## High-regular approximations

$\alpha=1,2$; non-convex polygons, $\|\cdot\|_{1, h}$ errors, non-constant K

|  |  | $\alpha=\mathbf{1}, \mathbf{m}=\mathbf{2}$ |  | $\alpha=2, \mathbf{m}=\mathbf{3}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| n | $h$ | Error | Rate | Error | Rate |
| 0 | $1.45810^{-1}$ | $8.90110^{-2}$ | -- | $1.05410^{-2}$ | -- |
| 1 | $7.28910^{-2}$ | $1.98310^{-2}$ | 2.26 | $4.54310^{-4}$ | 4.72 |
| 2 | $3.64410^{-2}$ | $4.81510^{-3}$ | 2.08 | $4.66310^{-5}$ | 3.36 |
| 3 | $1.82210^{-2}$ | $1.19810^{-3}$ | $\mathbf{2 . 0 3}$ | $5.52810^{-6}$ | $\mathbf{3 . 1 1}$ |
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## Summary

- VEM works on degenerate meshes (experiments):
- meshes with convex and non-convex elements;
- meshes with very stretched elements;
- meshes with hanging nodes;
- meshes with collapsing nodes.
- VEM can be generalized to 3-D polyhedral mesh (in progress):
- $C^{0}-\mathbb{P}_{1}$ works in 3-D just using vertex values as degrees of freedom (dofs);
- $C^{0}-\mathbb{P}_{m}(m>1)$ requires vertex values and moments on edges, faces, and inside $P$;
- no need of numerical integration, VEM does not use the basis functions explicitly;
- no need of isoparametric mappings, VEM works in the physical domain.
- There is no difference between VEM and the mimetic finite difference method, the two families of schemes coincide.
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Thank for your attention.

