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**Abstract**—State machine replication is a well-known technique to build fault-tolerant replicated systems. The technique guarantees that replicas of a service execute the same sequence of deterministic commands in the same total order. At the core of state machine replication is consensus, a distributed problem in which replicas agree on the next command to be executed. Among the various consensus algorithms proposed, Paxos stands out for its optimized resilience and communication. Much effort has been placed on implementing Paxos efficiently. Existing solutions make use of special network topologies, rely on specialized hardware, or exploit application semantics. Instead of proposing yet another variation of the original Paxos algorithm, this paper proposes a new strategy to increase performance of Paxos-based state machine replication. We introduce Kernel Paxos, an implementation of Paxos that significantly reduces communication overhead by avoiding system calls and TCP/IP stack. To reduce the number of context switches related to system calls, we provide Paxos as a kernel module. We present a detailed performance analysis of Kernel Paxos and compare it to a user-space equivalent implementation.
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I. INTRODUCTION

State machine replication is a widely used technique to render applications fault tolerant [1], [2]. State machine replication underlying principle is surprisingly simple: server replicas must deterministically execute the same sequence of client commands. Determinism implies that the state changes and results created by the execution of a command only depend on the replica state when the command is executed and on the command itself. As a result, every replica transitions through the same sequence of states and produces the same results for each command. In a system prone to crash failures, clients only need to receive the reply from one replica, and thus, the application can tolerate replica failures.

Propagating and ordering commands in a distributed system subject to failures is no easy matter [3], [4]. At the core of state machine replication, replicas must solve consensus, a distributed problem in which replicas must agree on a value (i.e., the \(i\)-th command to be executed). Many consensus algorithms have been developed in the literature and Paxos [5] is probably the most prominent consensus algorithm proposed to date. In part this is attributed to the fact that Paxos is resilience-optimum (i.e., it ensures progress with a majority-quorum of non-faulty replicas) and delay-optimum (i.e., it requires a minimum number of network delays to reach a decision) [6].

While relying on an algorithm that optimizes resilience and communication is important, quickly ordering commands in state machine replication also requires an efficient implementation of Paxos. Therefore, much effort has been placed on implementing Paxos efficiently. Existing proposals fall in three categories: protocols that take advantage of special network topologies (i.e., overlay networks) [7], [8]; protocols that resort to specialized hardware (e.g., part of Paxos is deployed in the network) [9], [10]; and protocols that exploit the semantics of applications (e.g., if the order of two messages does not matter to the application, they do not have to be ordered) [11], [12], [13]. This paper presents Kernel Paxos, an alternative approach, which does not depend on special network topologies, specialized hardware, or application semantics. The main idea behind Kernel Paxos is simply to reduce the main sources of overhead in traditional Paxos implementations. Since Paxos does not involve complex computation, most of the overhead stems from communication. Kernel Paxos reduces communication overhead in two ways: (a) by eliminating context switches needed to send and receive messages and (b) by avoiding the TCP/IP stack. More concretely, Kernel Paxos eliminates context switches by placing the protocol in the kernel; instead of TCP/IP, Kernel Paxos uses raw Ethernet frames.

We have fully implemented Kernel Paxos (publicly available as open source) and carefully assessed its performance. Kernel Paxos is derived from LibPaxos, a popular Paxos library. We compared the performance of Kernel Paxos to LibPaxos and an improved version of LibPaxos. We have performed experiments using different message sizes, system load, and communication hardware. Our experiments show that Kernel Paxos largely outperforms these libraries. In some cases, messages can be ordered by Kernel Paxos in approximately one round-trip time.

This practical experience report makes the following contributions.

- It introduces a number of optimizations to LibPaxos, a popular Paxos library. These optimizations have consistently improved the performance of LibPaxos.
- It describes Kernel Paxos, a kernel-based library that outperforms both LibPaxos and its optimized version.
- It assesses the performance of Kernel Paxos under different conditions and experimentally compares it to LibPaxos and its improved version.

The rest of the paper is organized as follows. Section II introduces the system model and definitions. Section III introduces Kernel Paxos. Section V details our prototype. Section VI describes our experimental evaluation. Section VII surveys related work and Section VIII concludes the paper.
II. Model and Definitions

In this section, we detail our system model (§II-A), and recall the definitions of consensus (§II-B) and state machine replication (§II-C).

A. Processes, communication and failures

We consider a distributed system with an unbounded set of client processes \( C = \{c_1, c_2, ... \} \) and a bounded set of server processes \( S = \{p_1, ..., p_n\} \), where clients and servers are disjoint. Client and server processes are subject to the following assumptions.

- Processes communicate by exchanging messages and do not have access to a shared memory or a global clock.
- The system is asynchronous: messages may experience arbitrarily large (but finite) delays and there is no bound on relative process speeds.
- Processes may fail by crashing (i.e., processes do not behave maliciously). A process that never crashes is correct; otherwise it is faulty.
- Communication links are fair-lossy, i.e., links do not create, corrupt, or duplicate messages, and guarantee that for any two correct processes \( p \) and \( q \), and any message \( m \), if \( p \) sends \( m \) to \( q \) infinitely many times, then \( q \) receives \( m \) an infinite number of times.

B. Consensus

Consensus is a fundamental problem in fault-tolerant distributed systems. Informally, consensus allows processes to propose values and ensures that eventually one of the proposed values is decided.

Typically, applications of consensus use a sequence of consensus instances. Therefore, a process \( p \) proposes a value \( x \) (e.g., a message, a set of messages) in instance \( i \) by invoking \( \text{propose}_i(x) \), and decides on value \( y \) in instance \( i \) with \( \text{decide}_i(y) \). More formally, consensus satisfies the following properties:

- uniform integrity: if a process decides \( x \) in instance \( i \), then \( x \) was previously proposed by some process in \( i \).
- termination: if a correct process \( p \) proposes a value in instance \( i \), then every correct process eventually decides exactly one value in \( i \).
- uniform agreement: if a process \( p \) decides \( x \) in instance \( i \), then no process decides \( y \neq x \) in \( i \).

Consensus has been shown to be impossible to solve in asynchronous distributed systems where processes are subject to failures [3]. To make consensus solvable in such settings, we further assume that processes have access to a weak leader election oracle [4]. The oracle outputs a single process denoted \( \text{leader}_p \) such that there is (a) a correct process \( l \) and (b) a time after which \( \text{leader}_p = l \) for every process \( p \).

C. State machine replication

State machine replication is a well-established approach to fault tolerance [1], [2]. The idea is that by executing service requests deterministically in the same order, correct replicas will transition through the same sequence of state changes and produce the same output for every request.

With state machine replication, every server has a full copy of the service state, executes every operation, and replies to clients. Since the order and the execution is deterministic, any server may reply to clients. A sequence of consensus instances can be used to ensure that servers execute operations in the same order: consensus instance \( i \) decides on the \( i \)-th operation executed by each server.

State machine replication provides linearizability, a consistency criteria. A system is linearizable if it satisfies the following requirements [14]: (i) It respects the real-time ordering of requests across all clients. There exists a real-time order among any two requests if one request finishes at a client before the other request starts at a client. (ii) It respects the semantics of the requests as defined in their sequential specification.

III. Background on Paxos

This section briefly overviews the Paxos algorithm (§III-A), explains the use of Paxos in state machine replication (§III-B), and discusses some optimizations (§III-C).

A. Basic Paxos

Paxos is a fault-tolerant consensus protocol with important characteristics: it has been proven safe under asynchronous assumptions (i.e., when there are no timing bounds on message propagation and process execution), live under weak synchronous assumptions, and resilience-optimum [5].

Paxos distinguishes the following roles that a process can play: proposers, acceptors and learners. An execution of Paxos proceeds in two phases. During the first phase, a proposer that wants to submit a value selects a unique round number and sends a prepare request to a group of acceptors (at least a quorum). Upon receiving a prepare request with a round number bigger than any previously received round number, the acceptor responds to the proposer promising that it will reject any future prepare requests with smaller round numbers. If the acceptor already accepted a request for the current instance (explained next), it will return the accepted value to the proposer, together with the round number received when the request was accepted. When the proposer receives answers from a quorum of acceptors, it proceeds to the second phase of the protocol.

The proposer selects a value according to the following rule. If no acceptor in the quorum of responses accepted a value, the proposer can select a new value for the instance; however, if any of the acceptors returned a value in the first phase, the proposer chooses the value with the highest round number. The proposer then sends an accept request with the round number used in the first phase and the value chosen to at least a quorum of acceptors. When receiving such a request, the acceptors acknowledge it by sending a message to the learners, unless the acceptors have already acknowledged another request with a higher round number. Some implementations extend the protocol such that the acceptor also sends an acknowledge
to the proposer. Consensus is reached when a quorum of acceptors accepts a value.

Paxos ensures consistency despite concurrent leaders and progress in the presence of a single leader. Paxos is resilience-optimum in that it tolerates the failure of up to \( f \) acceptors (or replicas) from a total of \( 2f + 1 \) acceptors to ensure progress (i.e., a quorum of \( f + 1 \) acceptors must be non-faulty) [6].

### B. Paxos and state-machine replication

In practice, replicated services run multiple executions of the Paxos protocol to achieve consensus on a sequence of values. We refer to multiple executions, or instances, of Paxos chained together as Multi-Paxos [15].

Clients of a replicated service are typically proposers, and propose operations that need to be ordered by Paxos before they are learned and executed by the replicated state machines. These replicas typically play the roles of acceptors and learners. If multiple proposers simultaneously execute the described procedure for the same instance, then no proposer may be able to execute the two phases of the protocol and reach consensus. To avoid scenarios in which proposers compete indefinitely in the same instance, a leader process can be chosen. In this case, proposers submit values to the leader, which executes the first and second phases of the protocol. If the leader fails, another process takes over its role. In typical state machine replication implementations one of the replicas assumes the role of leader and proposes operations forwarded by clients.

### C. Optimizations

If the leader identity does not change between instances, then the protocol can be optimized by pre-initializing acceptor state with previously agreed upon instance and round numbers, avoiding the need to send first phase messages [5]. This is possible because only the leader sends values in the second phase of the protocol. With this optimization, consensus can be reached in three communication steps: the message from the proposer to the leader, the accept request from the leader to the acceptors, and the response to this request from the acceptors to the leader and learners. Moreover, the leader pre-initialization (first phase of the protocol) for a further instance could be piggybacked in the second phase message for the current instance. Fig. 1 exhibits such optimizations.

### IV. PAXOS IN THE KERNEL

In this section, we motivate the use of in-kernel Paxos (§IV-A) and describe Kernel Paxos’s architecture (§IV-B) and message flow (§IV-C).

#### A. Linux kernel and TCP/IP stack

The Linux kernel is an open-source software that implements the basic functionalities provided by an operating system (e.g., interface to the hardware devices, memory and processes management). Due to its openness, the Linux kernel is easily extensible by means of loadable kernel modules (LKM). A module can add support to a new device or introduce a new operating system feature. Besides, it allows separating the minimum core functionalities from on-demand loadable complementary utilities.

Linux implements the traditional user and kernel separation of concerns: user applications run in user-space while kernel-related tasks run in the kernel-space. This separation protects the operating system and the hardware against intentional and unintentional misbehave of applications. Every time a user application wants to send a message through the network, for instance, it uses a system call to context switch from user-space to kernel-space. The system call is necessary to access the network interface card (NIC) and execute the actual sending of data.

A clear trade-off comes from such an approach: if on the one hand the system calls protect the operating system and control the execution of programs, on the other hand every system call involves two context switches, one from user-space to kernel-space so that the call can be executed and another context switch to return from kernel-space to user-space.

Applications that heavily rely on system calls (e.g., I/O-bound applications) suffer the most from the overhead of context switches. In an attempt to measure the impact of context switches in network applications, we have developed a simple echo application that runs either in user-space or entirely in kernel-space, as a loadable kernel module. Clients send outstanding UDP messages to a server, which simply replies with the same message it has received from the client. We ran experiments with increasing number of clients until the point when the throughput stopped increasing. The first line of Table I shows the peak performance for both the user application and the loadable kernel module.

<table>
<thead>
<tr>
<th></th>
<th>User-space application</th>
<th>Loadable kernel module</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDP echo</td>
<td>120000 msgs/sec</td>
<td>135000 msgs/sec</td>
</tr>
<tr>
<td>Ethernet echo</td>
<td>318000 msgs/sec</td>
<td>520000 msgs/sec</td>
</tr>
</tbody>
</table>

#### TABLE I: Performance of user-space and kernel-space echo with UDP and Ethernet.

In controlled environments such as local-area networks (LAN), network application performance may also benefit from bypassing the TCP/IP stack, i.e., instead of having IP and UDP headers inside a Ethernet frame to differentiate between
application addresses and ports, we use custom Ethernet types and send application data directly as the Ethernet frame payload. To assess the impact of this modification we extended the initial UDP echo application to send application data directly on top of Ethernet frames. The second line of Table I shows the improvement with respect to the UDP version for both user and kernel module versions.\footnote{We describe the hardware setup used in this evaluation in §VI. The source code used in these experiments is publicly available at https://github.com/paulo-coelho/kether.}

While a typical user-space UDP-based echo application can reach peak throughput at 120K messages per second, a kernel-based Ethernet-based system attains 520K messages per second, a 4x performance improvement. These results motivate Kernel Paxos. Moreover, as we show later in the paper, latency also largely benefits from such an approach.

### B. Kernel Paxos architecture

Paxos relies on a leader for liveness. Therefore, typical Paxos implementations have their performance limited by what the leader can achieve. While some proposals extend Paxos with multi-leader or generalized solutions [11], [12], [13], we intend to reduce the overhead imposed by the communication layer and the operating system to improve the performance of classic Paxos. Fig. 2 shows the proposed architecture.

In Kernel Paxos, each one of the Paxos roles, proposer, acceptor and learner, can run either on the same machine (defined as a \textit{replica} in such case) or deployed in independent nodes, as depicted in Fig. 2. Each role runs entirely in kernel space and communicates with the other Paxos players by means of message passing. For the reasons discussed earlier, we bypass the TCP/IP stack and exchange messages right on top of Ethernet frames.

The kernel adopts an event-driven model regarding the reception of Ethernet frames, i.e., the LKM must assign a callback function to each Ethernet type, as exhibited in Fig. 3. As soon a new frame arrives, the kernel invokes the corresponding handler automatically. The great advantage of such an approach is that we do not require kernel threads that block while waiting for messages. In fact, each module is a single event-driven kernel thread and no synchronization is required with respect to the data accessed by registered handlers. In Kernel Paxos specifically, we statically associate each Paxos-related message, like a \textit{promise} or a \textit{prepare} message, to an Ethernet type and the corresponding handler function. This way, each Paxos player registers itself to receive the types its roles requires. For example, a KProposer registers to receive both \textit{promise} and \textit{accepted} messages representing the replies from acceptors for phases one and two, besides the \textit{client\_value} type for clients requests.

<table>
<thead>
<tr>
<th>DST</th>
<th>SRC</th>
<th>TP</th>
<th>DATA (iid, ballot, …)</th>
<th>CRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>6</td>
<td>2</td>
<td>&lt;1500</td>
<td>4</td>
</tr>
</tbody>
</table>

\(\text{TP=XAXOS\_PROMISE} \Rightarrow \text{handle\_promise()}\)

\(\text{TP=XAXOS\_PREPARE} \Rightarrow \text{handle\_prepare()}\) -

Fig. 3: Kernel Paxos event-driven approach for Ethernet types.

### C. Message flow in Kernel Paxos

When a KProposer is loaded into the kernel, it contacts a quorum of KAcceptors and pre-executes the first phase for a configurable number of instances. Upon receipt of commands from clients, the KProposer uses such instances to send \textit{accept} messages to the KAcceptors, which, under normal execution, reply with \textit{accepted} messages to both KProposer and KLearners. A KLearner waits until it receives a quorum of such messages before it can deliver the command to the application in user-space. The application in the user-space receives the command from a KLearner reading from a character device, as depicted in Fig. 2. The application blocks until the command is ready and the KLearner has written
it to the character device. Commands are delivered to the application in increasing instance order.

Both KProposal and KLearner take care of possible message losses. The KProposal resends first- and second-phase messages for timed-out instances. A KLearner restarts an instance \( i \) when it receives a quorum of second-phase messages for an instance \( j > i \), but not for \( i \). Restarting an instance \( i \) means the KLearner tries to propose a NULL value for instance \( i \) in order to learn the previous decided value (if any) or skip the instance otherwise. Clients and application are not aware of Kernel Paxos internals. Clients simply send requests in an Ethernet frame. From the application point of view, receiving a command is as simple as reading from a file.

V. IMPLEMENTATION

Kernel Paxos was implemented in C and the source code is publicly available.\(^2\) Kernel Paxos borrows Paxos algorithm logic implementation from LibPaxos,\(^3\) an open-source user-space Multi-Paxos library written in C as well. Each Paxos role comprises five components responsible for specific tasks. Fig. 4 shows the relation among such components.

The network component handles the creation of Ethernet frames with application specific payload and type to be sent as well as the unpacking of received frames and invocation of registered handlers.

The storage component is a general-purpose in-memory key-value store, used mainly to keep the acceptor state and “live” proposer and acceptor instances.

The kpaxos component consists of two sub-components: (a) a network-independent set of objects for each Paxos role and functions to update the state from received messages returning the replies to be sent over the network; (b) the set of handlers for each Ethernet type, which are responsible for (de)serializing messages and invoking the corresponding function in the other sub-component.

To keep statistical information about Kernel Paxos performance, a statistics component is also notified by kpaxos handlers every time a new message arrives. When the kernel module is unloaded the collected statistical data is persisted to disk.

The last component, chardev, manages the creation, reading, writing and destruction of character devices and represents the interface between Kernel Paxos and the actual replicated application. It is only present in a KLearner, which reads from this component to deliver commands to the application in increasing instance order.

VI. PERFORMANCE

In this section, we describe the main motivations that guided the design of our experiments (§VI-A), detail the environment in which we conducted the experiments (§VI-B), and then present and discuss the results (§VI-C – §VI-G). We conclude with a summary of the main findings (§VI-H).

\(^2\)https://github.com/esposem/Kernel_Paxos
\(^3\)https://bitbucket.org/sciasciad/libpaxos

A. Evaluation rationale

All experiments are conducted in a local-area network (LAN). The LAN provides a controlled environment, where experiments can run in isolation. In all experiments, we have a single proposer representing the leader and three acceptors, deployed in different machines. To measure the performance of the ordering protocol, each client is also a learner. Thus, the latency of a command represents the time between the command has been sent by the client and delivered to the learner in the same process or kernel module.

We use a micro-benchmark with 64-byte and 1000-byte messages to evaluate particular scenarios in isolation. In this benchmark, we consider executions with a single client to understand the performance of Kernel Paxos without queueing effects and executions with multiple clients to evaluate the protocol under stress. We perform executions with multiple clients by controlling the number of outstanding messages of up to three learner processes (or kernel modules) in different machines.

B. Environment

We compare Kernel Paxos to LibPaxos, a user-space library that provides the basic Paxos logic present in the “network-independent” part of our KPaxos component (see Fig. 4). Besides comparing with the original LibPaxos version, we have also implemented and assessed a modified version of LibPaxos that includes all the optimizations applied to Kernel Paxos and described in §III-A.

The LAN environment consists of a set of nodes, each one with an eight-core Intel Xeon L5420 processor working at 2.5GHz, 8GB of memory, SATA SSD disks, and 1Gbps ethernet card. Each node runs CentOS 7.1 64 bits. The round-trip time (RTT) between nodes in the cluster is around 0.1ms. We have also assessed Kernel Paxos on nodes with 10Gbps ethernet card, where the RTT is around 0.04ms. The experiments in the 1Gbps nodes compare Kernel Paxos to LibPaxos, while the experiments in the 10Gbps nodes assess the performance of Kernel Paxos in two different configurations.

C. Throughput in a LAN

These experiments measure the throughput of standard LibPaxos, improved LibPaxos, and Kernel Paxos as we increase the number of clients in scenarios with 64-byte and 1000-byte messages, as depicted in Fig. 5(a) and Fig. 5(b), respectively. In summary, Kernel Paxos outperforms both the original
LibPaxos and the modified version for any number of clients and message size.

1) Performance with small (64-byte) messages: With a single client, Kernel Paxos is twice as fast as LibPaxos with throughput around 8000 msgs/sec. The difference increases even more as the number of clients is augmented, with Kernel Paxos throughput close to 100000 msgs/sec with 16 clients, 4x better than both versions of LibPaxos. The modification to LibPaxos starts paying off with more clients. The performance of the modified version with 128 clients is close to 100000 msgs/sec while the original library already saturates the proposer and cannot go beyond 60000 msgs/sec. The maximum performance of Kernel Paxos, LibPaxos and LibPaxos Modified is 128000, 61000 and 117000 msgs/sec with 64, 128 and 160 clients, respectively. The maximum represents the point where the proposer is overloaded, i.e., its CPU reaches 100%.

2) Performance with large (1000-byte) messages: With a single client Kernel Paxos is still faster than LibPaxos with throughput around 4500 msgs/sec against less than 3000 msgs/sec for LibPaxos. In this setup, larger messages saturate the network before proposers are overloaded. For such reason, both versions of LibPaxos have similar performance and reach a maximum of 25000 and 27000 msgs/sec for the original and the modified version. Kernel Paxos can still push close to 29000 msgs/sec. For 1000-byte messages, this represents a throughput of around 235 Mbps in the clients, amounting to an aggregated throughput in the proposer of 940 Mbps: 235 Mbps from the clients and \(3 \times 235\) Mbps from the acceptors. This value was confirmed with iptraf on the proposer machine.

D. Latency in a LAN

The overall better performance of Kernel Paxos in terms of throughput repeats for latency. Fig. 5(c) and Fig. 5(d) exhibits the results for small and large client messages.

1) Latency with small (64-byte) messages: With a single client, the latency of Kernel Paxos is very close to 1 round-trip time (RTT) and as low as 124 microseconds. LibPaxos, on the contrary, has a median latency of 248 and 252 microseconds for the modified and original versions, what represents more than 2 RTTs. The modifications in LibPaxos have direct positive impact on the latency. With 160 clients, the modified version has a median latency of around 1400 microseconds against almost twice the value for the original one with 2700 microseconds. In all implementations the measured latencies are quite stable with very low variance around the median values. With the maximum throughput, Kernel Paxos’ latency is still below 500 microseconds with 64 clients, 3x to 5x less than the values for LibPaxos.

2) Latency with large (1000-byte) messages: With bigger messages, the latency for all protocols increase. With a single client, messages need close to 350 microseconds to be ordered with LibPaxos and 230 microseconds with Kernel Paxos. At maximum throughput, Kernel Paxos can keep a latency as low as 279 microseconds while LibPaxos needs 8x and 9x more time to deliver a message for the modified and original
library, respectively. Kernel Paxos has smaller latency, higher throughput and needs only 8 clients to saturate the data link, while LibPaxos needs at least 32 clients.

E. Performance with similar number of clients

As observed in Fig. 5, depending on the message size we can saturate either the proposer’s CPU or the communication links. In such cases, the maximum throughput of Kernel Paxos is only 10% superior to the modified version of LibPaxos in the same setup.

We now compare the various protocols in scenarios with the same number of clients. We have chosen two specific scenarios from the previous experiments and zoomed in on the behavior of the protocols. These scenarios represent (a) the experiment with a single client and thus no contention or queue effects, to isolate the benefits of eliminating context switches and TCP/IP stack; and (b) the performance under stress, specifically with 32 clients for 64-byte massages and 8 clients for 1000-byte messages, since none of the implementations are saturated at these points. The dashed lines in Fig. 5 highlight the selected points.

Besides, we also evaluate the behavior of Kernel Paxos with client/learner in user-space sending messages to the proposer using raw sockets and learning decided values from the character device created by the kernel-space learner.

1) Throughput and latency with small (64-byte) messages: Fig. 6(a) exhibits the throughput advantage introduced by Kernel Paxos. With a single client, Kernel Paxos reduction in communication overhead and context switches is enough to double the throughput. With 32 clients, Kernel Paxos can reach 60 Mbps, almost 4x the performance of the original library and 3x the performance of the modified version.

Besides, the Cumulative Distribution Function (CDF) with 1 client shown in Fig. 6(c) for Kernel Paxos is quite stable with the 99.9-th percentile equal to 128 microseconds while the median is 126 microseconds. These values represent at
least half of the latencies for the user-space protocols.

We observe in Fig. 6(e) a similar behaviour with 32 clients, where the CDF is still stable in Kernel Paxos going from 280 to 305 microseconds in the 50-th and 95-th percentile, respectively. In the user-space library, the latency is at least 3x greater.

Another interesting result regards the difference between Kernel Paxos entirely in the kernel and the deployment with client and application in user-space. The throughput and latency distribution show that, although there is a small overhead in the latter deployment, Kernel Paxos is still 2x to 3x times better than LibPaxos.

2) Throughput and latency with large (1000-byte) messages: Fig. 6(b) shows the throughput for this scenario. With a single client, Kernel Paxos reaches a throughput 50% greater than LibPaxos, around 35 Mbps. With only 8 clients, Kernel Paxos almost saturated the proposer communication link: with 232 Mbps in the client, the proposer aggregated throughput is around 930 Mbps. LibPaxos, on the other hand, uses only 10% of the communication link capacity, since performance is capped by the processing power of the proposer.

Regarding the latency, both LibPaxos and Kernel Paxos are very stable for a single client, with latencies close to 340 and 230 microseconds, respectively, as shown in Fig. 6(d). With 8 clients, however, LibPaxos latency has a large variation, from 500 microseconds in the 5-th percentile to almost 800 microseconds in the 95-th percentile. Kernel Paxos remains quite stable with values between 220 and 295 microseconds for the same percentiles as exhibited in Fig. 6(f).

For large messages, the difference of having a deployment of Kernel Paxos with client and application in the user-space is minimal for both throughput and latency.

F. Context-switch overhead

Since LibPaxos is a user-space library, sending and receiving data imply invoking a system call to context-switch to kernel-space and access the network card, followed by another context-switch back to user-space when the system call returns.

Kernel Paxos runs entirely in kernel-space and the context-switch overhead at the proposer and acceptors is completely eliminated, contributing to improve the overall performance.

To quantify the difference, we used dstat to monitor the number of context-switches for the experiments with 1000-byte messages. Table II exhibits the approximate numbers for both libraries as the number of clients increase.

<table>
<thead>
<tr>
<th>Clients</th>
<th>LibPaxos</th>
<th>Kernel Paxos</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7000</td>
<td>150</td>
</tr>
<tr>
<td>2</td>
<td>9000</td>
<td>150</td>
</tr>
<tr>
<td>4</td>
<td>12000</td>
<td>150</td>
</tr>
<tr>
<td>8</td>
<td>12000</td>
<td>150</td>
</tr>
</tbody>
</table>

TABLE II: Approximate number of context-switches with increasing number of clients

G. Kernel Paxos in a 10Gbps network

The last experiments evaluates Kernel Paxos in a 10Gbps network and compares the results with the 1Gbps network. The 10Gbps setup represents environments typically used by hardware-based consensus solutions, which rely on high-throughput network cards. The experiments assess Kernel Paxos with small and large messages while increasing number of clients.

1) Throughput and latency with small (64-byte) messages: Fig. 7(a) and 7(c) show throughput and latency in both networks. The throughput for a single client in the faster network is more than 2x greater, close to 19000 msgs/sec or 10 Mbps. The median latencies are 52 and 126 microseconds for the 10Gbps and 1Gbps network, respectively, representing roughly the measure of one RTT.

The maximum throughput is 170000 msgs/sec (87 Mbps) for the 10Gbps network against 129000 msgs/sec (66 Mbps). In both cases the proposer is CPU bound and the difference in this case is mainly due to the better CPU in the nodes with 10Gbps NIC.

The CDF in Fig. 7(e) confirms that although the values are smaller for the 10Gbps network, the slower network has a much more stable curve.

2) Throughput and latency with large (1000-byte) messages: With 1000-byte messages, we expect to saturate the communication links before the proposer is CPU bound. As demonstrated in Fig. 5(b) and now in Fig. 7(b), the 1Gbps link is saturated in the proposer when the client reaches around 29000 msgs/sec or 240 Mbps. The 10Gbps link, on the other hand, has enough bandwidth to go beyond 1Gbps in the client, and close to 4.5Gbps in the proposer, which differently from the slower network, is saturated at around 130000 msgs/sec.

The median latencies are 83 and 230 microseconds with a single client and 224 and 279 microseconds with 8 and 32 clients for the 10Gbps and 1Gbps networks, as seen in Fig. 7(d).

The CDF shown in Fig. 7(f) reinforces the overall stability in the 1Gbps network, which we believe is due to lower load in the proposer, since the 1Gbps link is not enough to overload it in this configuration.

H. Summary

We now draw some general conclusions from our experimental evaluation:

- Kernel Paxos outperforms LibPaxos, both original and improved versions, in each and every experiment, with small and large messages, and presents superior throughput and smaller latency for the same number of clients.
- In setups with large messages (1000 bytes), the evaluated libraries are able to saturate the proposer’s data link in a 1Gbps network.
- In a 10Gbps network, Kernel Paxos can deliver commands at a rate superior to 1Gbps, representing 130000 1000-byte messages per second.

The last two observations suggest that batching could be quite effective in further boosting Kernel Paxos performance.
at the cost of small increase in latency. For example, if the KProposer would batch 10 small client requests (i.e., 100 bytes) in 1000-byte messages, Kernel Paxos could potentially reach one million ordered messages per second.

VII. RELATED WORK

Improving the performance of Paxos has been a hot research topic. In the following, we consider related proposals from three perspectives: those that take advantage of special network topologies (i.e., overlays); those that resort to specialized hardware; and those that exploit the semantics of applications.

A. Protocols that exploit special topologies

Several approaches modify the Paxos [5] protocol to improve performance. In [7], the authors proved that ring topologies allow systems to achieve optimal throughput. Some protocols that benefit from such topologies are LCR [7], Spread [16] and Ring Paxos [8]. LCR arranges processes in a ring and uses vector clocks to ensure total order. Spread, which is based on Totem [17], relies on daemons interconnected as a ring to order messages, while message payloads are disseminated using IP-multicast. Finally, Ring-Paxos deploys Paxos processes in a ring to maximize throughput. A problem of all such ring-based protocols is that their latency is proportional to the size of the system times the network point-to-point latency.

B. Protocols that exploit special hardware

Some solutions provide ordering as a network service. Speculative Paxos [18] and NOPaxos [9] use a combination of techniques to eliminate packet reordering in a data center, including IP multicast, fixed-length network topologies, and a single top-of-rack switch acting as a serializer (although in case of NOPaxos a Linux server can act as a sequencer at the cost of higher latency). NetPaxos [10] deploys acceptors and coordinator in switches. Although this reduces

Fig. 7: Kernel Paxos performance in 1Gbps and 10Gbps setups for increasing number of clients with 64-byte (left) and 1000-byte messages (right). Whiskers represent the 95-th percentile.
the latency, it makes the recovery more complex: switches have limited memory, making it hard to keep the state of acceptors. Besides, replacing a failed coordinator is not trivial in such configuration. In [19], the authors bring the consensus logic to the hardware, implementing Zookeeper [20] in FPGA. Even though the throughput is quite high, such programmable hardwares are not suitable to store large amount of replicated state [9]. While Kernel Paxos cannot achieve the performance of hardware implementations for state machine replication protocols, we can still provide a considerably high throughput without depending on any network ordering guarantees or specialized hardware. Kernel Paxos can virtually run on any machine with commodity hardware and a Linux operating system.

C. Protocols that exploit message semantics

Several Paxos variants yield better performance with a multi-leader or generalized approach. EPaxos [11] improves on traditional Paxos [5] and reduces the leader overload by allowing any replica to order commands. As long as replicas observe common dependencies set, commands can be ordered in one round-trip. M2Paxos [12] is a implementation of Generalized Consensus [13] that allows different ordering of non-conflicting commands. It detects conflicts by looking into the objects the commands access and making sure a replica has exclusive access to such objects. M2Paxos guarantees that commands that access the same objects are ordered by the same replica. Any of such solutions could benefit from Kernel Paxos strategies to reduce latency and increase performance, i.e., the protocols could be moved to the Linux kernel as module and use raw Ethernet frames to exchange messages.

VIII. CONCLUSION

State machine replication is a fundamental technique in the design of highly available strongly consistent distributed systems. At the core of state machine replication, there is the consensus problem. While many protocols have been proposed to implement consensus, Paxos stands out. Therefore, much effort has been placed on implementing Paxos efficiently. This paper proposes Kernel Paxos, a different approach to improving the performance of Paxos. Differently from previous proposals, Kernel Paxos does not rely on special network topologies, specialized hardware or application semantics. Kernel Paxos addresses the performance challenge by reducing the communication overhead in two directions: (a) eliminating context switches by placing the protocol implementation in the Linux kernel, and (b) bypassing the TCP/IP stack and exchanging protocol messages inside raw Ethernet frames. We assessed the performance of Kernel Paxos and compared to user-space implementations. The results show that in most configurations of interest Kernel Paxos largely outperforms user-space protocols.
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